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Foreword 

The need for Trusted Execution Environments (TEE) long predates the invention 
of computers, as there have always been sensitive activities that need carrying out 
reliably, protected from imposters, eavesdroppers, thieves, and disruptors. These 
activities may involve precious things and so protected storage and controlled access 
falls within the TEE concept. 

A castle is a very old example of a TEE. Its strong walls would protect against 
physical attacks and meetings within an inner keep would resist eavesdropping, with 
trained guards alert to attackers trying to trick their way inside. Important documents 
of the time would carry an official wax seal for tamper detection and integrity 
protection and could be securely stored in a strong box with other valuables. 
Shared codes would allow ciphered communications for secure messaging beyond 
the castle. Of course, few people own castles, and they are not designed for our 
increasingly IT-centric society; but, fast forward to the 1990s, and we had developed 
smart card chips. These chips mimicked the castle protection on a microscopic and 
IT-enabled scale, with secure storage, execution, communication, and sophisticated 
hardware and software defences against physical, side-channel, and fault attacks. 
Standards also emerged that supported multi-vendor, multi-application compatibil-
ity, and internationally recognised security evaluations. Therefore, it might sound 
like the TEE requirement was satisfied in the 1990s, but sadly no. Real castles 
served the narrow interests of their owners, and smart cards did the same for the 
card Issuers. Large vendor organisations have also become so powerful that they 
adopt proprietary approaches when international standards do not suit them. 

Rather than providing an open security foundation for a range of applications, 
access to security chips was closely guarded by their owners, with policies that, 
practically or financially, deterred third party access. The Trusted Platform Module 
(TPM) initiative made use of embedded smart-card style security chips, but they 
were not mandated and so there is no common hardware security anchor across all 
device types. If we consider mobile phones as the most ubiquitous user device, a 
range of hardware-enabled proprietary security solutions exist, which the vendors 
ask us to trust without disclosure of design and implementation. The vendors also 
control these solutions for security reasons, but also for business advantage.
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viii Foreword

So, how is it we have sensitive applications when there is no ubiquitous and 
accessible hardware-based TEE for developers to exploit? Developers just do their 
best, with increased error risk from multiple product versions and/or relying solely 
on software measures when there is no better alternative. Perhaps the risk is 
manageable for many of the things we do with IT, but what about for cyber-physical 
systems? Would you reduce your TEE requirements for your medical devices, your 
driverless car or your smart power-grid? Clearly the need for TEE is as strong as 
ever, but it has yet to be adequately realised, despite suitable technologies being 
available. If you are interested in this vital topic and how it is evolving, then I 
commend you to read this book from authors knowledgeable in the field. 

Royal Holloway, University of London, Prof. Keith Mayes 
Egham, United Kingdom 
May 2023
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