
Smart Trends in 
Computing and 
Communications 

Tomonobu Senjyu  
Chakchai So–In 
Amit Joshi Editors

Proceedings of SmartCom 2024, 
Volume 2 

Lecture Notes in Networks and Systems 946



Lecture Notes in Networks and Systems 

Volume 946 

Series Editor 

Janusz Kacprzyk , Systems Research Institute, Polish Academy of Sciences, 
Warsaw, Poland 

Advisory Editors 

Fernando Gomide, Department of Computer Engineering and Automation—DCA, 
School of Electrical and Computer Engineering—FEEC, University of Campinas— 
UNICAMP, São Paulo, Brazil 

Okyay Kaynak, Department of Electrical and Electronic Engineering, 
Bogazici University, Istanbul, Türkiye 

Derong Liu, Department of Electrical and Computer Engineering, University 
of Illinois at Chicago, Chicago, USA 

Institute of Automation, Chinese Academy of Sciences, Beijing, China 

Witold Pedrycz, Department of Electrical and Computer Engineering, University of 
Alberta, Alberta, Canada 

Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland 

Marios M. Polycarpou, Department of Electrical and Computer Engineering, 
KIOS Research Center for Intelligent Systems and Networks, University of Cyprus, 
Nicosia, Cyprus 

Imre J. Rudas, Óbuda University, Budapest, Hungary 

Jun Wang, Department of Computer Science, City University of Hong Kong, 
Kowloon, Hong Kong

https://orcid.org/0000-0003-4187-5877


The series “Lecture Notes in Networks and Systems” publishes the latest 
developments in Networks and Systems—quickly, informally and with high quality. 
Original research reported in proceedings and post-proceedings represents the core 
of LNNS. 

Volumes published in LNNS embrace all aspects and subfields of, as well as new 
challenges in, Networks and Systems. 

The series contains proceedings and edited volumes in systems and networks, 
spanning the areas of Cyber-Physical Systems, Autonomous Systems, Sensor 
Networks, Control Systems, Energy Systems, Automotive Systems, Biological 
Systems, Vehicular Networking and Connected Vehicles, Aerospace Systems, 
Automation, Manufacturing, Smart Grids, Nonlinear Systems, Power Systems, 
Robotics, Social Systems, Economic Systems and other. Of particular value to both 
the contributors and the readership are the short publication timeframe and 
the world-wide distribution and exposure which enable both a wide and rapid 
dissemination of research output. 

The series covers the theory, applications, and perspectives on the state of the art 
and future developments relevant to systems and networks, decision making, control, 
complex processes and related areas, as embedded in the fields of interdisciplinary 
and applied sciences, engineering, computer science, physics, economics, social, and 
life sciences, as well as the paradigms and methodologies behind them. 

Indexed by SCOPUS, INSPEC, WTI Frankfurt eG, zbMATH, SCImago. 

All books published in the series are submitted for consideration in Web of Science. 

For proposals from Asia please contact Aninda Bose (aninda.bose@springer.com).

mailto:aninda.bose@springer.com


Tomonobu Senjyu · Chakchai So–In · Amit Joshi 
Editors 

Smart Trends in Computing 
and Communications 
Proceedings of SmartCom 2024, Volume 2



Editors 
Tomonobu Senjyu 
Faculty of Engineering 
University of the Ryukyus 
Nishihara, Okinawa, Japan 

Amit Joshi 
Global Knowledge Research Foundation 
Ahmedabad, Gujarat, India 

Chakchai So–In 
College of Computing 
Khon Kaen University 
Khon Kaen, Thailand 

ISSN 2367-3370 ISSN 2367-3389 (electronic) 
Lecture Notes in Networks and Systems 
ISBN 978-981-97-1322-6 ISBN 978-981-97-1323-3 (eBook) 
https://doi.org/10.1007/978-981-97-1323-3 

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature 
Singapore Pte Ltd. 2024 

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether 
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse 
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and 
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar 
or dissimilar methodology now known or hereafter developed. 
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use. 
The publisher, the authors and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or 
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations. 

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd. 
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, 
Singapore 

Paper in this product is recyclable.

https://doi.org/10.1007/978-981-97-1323-3


Preface 

The Eighth Edition of the SmartCom 2024—Smart Trends in Computing and 
Communications will be held during 12 and 13 January 2024, physically at Hotel: 
Crowne Plaza Pune City Centre, Pune, India, and digitally on Zoom which is organ-
ised by Global Knowledge Research Foundation and managed by G R Scholastic 
LLP. The associated partners were Springer Nature and Springer. National Chamber 
Partner Knowledge Chamber of Commerce and Industry. The conference will 
provide a useful and wide platform both for display of the latest research and for 
exchange of research results and thoughts. The participants of the conference will be 
from almost every part of the world, with background of either academia or industry, 
allowing a real multinational multicultural exchange of experiences and ideas. 

A great pool of more than 1200 papers were received for this conference from 
across 18 countries among which around 202 papers were accepted with this springer 
series and were presented through digital platform during the two days. Due to the 
overwhelming response, we had to drop many papers in hierarchy of the quality. A 
total of 33 technical sessions will be organised in parallel in two days along with few 
keynotes and panel discussions. The conference will be involved in deep discussion 
and issues which will be intended to solve at global levels. New technologies will 
be proposed, experiences will be shared, and future solutions for enhancement in 
systems and security will also be discussed. The final papers will be published in 
proceedings by Springer LNNS Series. 

Over the years this conference has been organised and conceptualised with collec-
tive efforts of a large number of individuals. I would like to thank each of the 
committee members and the reviewers for their excellent work in reviewing the 
papers. Grateful acknowledgements are extended to the team of Global Knowledge 
Research Foundation for their valuable efforts and support. 

Nishihara, Japan 
Khon Kaen, Thailand 
Ahmedabad, India 

Tomonobu Senjyu 
Chakchai So–In 

Amit Joshi
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YOLOv8: Advancements 
and Innovations in Object Detection 

Y. Swathi and Manoj Challa 

Abstract The You Only Look Once (YOLO) algorithm has revolutionized object 
detection in computer vision. YOLOv8 is the latest iteration of this algorithm, which 
builds on the successes of its predecessors and introduces several new innovations. 
This paper provides a comprehensive survey of recent developments in YOLOv8 and 
discusses its potential future directions. The paper begins by describing the under-
lying principles of YOLOv8 and how it differs from previous versions. The paper 
then focuses on the advancements and innovations introduced in YOLOv8 thereby 
comparing the performance with other versions. We also discuss how these inno-
vations address some of the limitations of previous YOLO versions and enhance 
the overall performance of the algorithm. Through extensive experimentation and 
evaluation on benchmark datasets, our findings reveal that YOLO v8 achieves 
improved accuracy compared to previous versions while maintaining competitive 
real-time performance. The potential applications of YOLO v8 span various domains, 
including scene understanding, surveillance, autonomous driving, and robotics. 
Finally, the paper concludes by discussing the potential future directions of YOLOv8. 

Keywords YOLOv8 · Object detection · Computer vision · Deep learning 

1 Introduction 

The You Only Look Once (YOLO) algorithm is a popular object detection algorithm 
in computer vision. It introduced a real-time and end-to-end approach to object detec-
tion, revolutionizing the field. Unlike traditional algorithms that use a sliding window 
or region proposal-based approach, YOLO treats object detection as a regression
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problem. It divides the input image into a grid and each grid cell predicts bounding 
boxes and class probabilities for objects within that cell [1]. This single-pass approach 
makes YOLO much faster than algorithms that perform multiple passes over the 
image as in Fig.1. 

YOLO has several significant advantages. Firstly, it is incredibly fast and capable 
of processing images in real-time due to its single-pass architecture. Secondly, it 
has a unified approach, meaning it performs both localization and classification 
simultaneously. This allows YOLO to have a strong understanding of object context 
and improves accuracy. Additionally, YOLO can detect objects at different scales 
and aspect ratios, making it robust and versatile [2]. 

However, YOLO also has some limitations. It struggles with detecting small 
objects due to the coarse spatial resolution of the grid. It can also have difficulties with 
overlapping objects and suffers from localization errors in crowded scenes. Despite 
these limitations, YOLO has made significant contributions to the field of computer 
vision and object detection. Its speed and accuracy have made it widely used in 
various applications, including autonomous driving, surveillance systems, and video 
analysis [3]. Researchers continue to enhance and refine the YOLO algorithm to 
overcome its limitations and improve its performance. 

The original YOLO algorithm was introduced in 2015, and since then, several 
iterations of the algorithm have been developed [4]. However, despite its success, 
previous versions of YOLO had certain limitations, such as low accuracy in detecting 
small objects, difficulty in detecting objects at different scales, and a tendency to 
produce false positives as in Table 1. YOLO v7 is a popular algorithm that has 
achieved significant advancements in accuracy and speed.

In the rapidly evolving field of computer vision, where technological advance-
ments cascade with prolific vigor, the YOLO algorithms have steadfastly remained at 
the forefront, consistently evolving to meet the exigent demands of real-time object 
detection. The pursuit to refine and augment the capabilities of YOLO has birthed its 
latest iteration, YOLOv8, which stands as a testament to the continual innovations 
in the domain.

Fig. 1 YOLO architecture 
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Table 1 YOLO algorithm developments 

Version Year Description 

YOLOv1 2016 The original YOLO version introduced the concept of dividing the input 
image into a grid and predicting bounding boxes and class probabilities for 
each grid cell 

YOLOv2 2017 YOLOv2 improved upon the first version by introducing anchor boxes for 
better bounding box prediction and added the ability to detect a large number 
of object classes (YOLO9000) 

YOLOv3 2018 YOLOv3 further refined the architecture by introducing multiple scales and 
making predictions at three different scales. It aimed to improve accuracy and 
handle a broader range of object scales and sizes 

YOLOv4 2020 YOLOv4 introduced several optimizations, including the CSPDarknet53 
backbone, PANet, and Mish activation function. It focused on achieving 
state-of-the-art performance in terms of accuracy and speed 

YOLOv5 2020 Developed by Ultralytics, YOLOv5 is not an official release from the original 
YOLO creators. It introduced a simplified and more modular architecture, 
and it gained popularity in the deep learning community 

YOLOV6 2022 Developed by Meituan, YOLOv6 differed from V5 in terms of the CNN 
architecture used. In these new methods of anchor boxes called Dense 
Anchor boxes were introduced 

YOLOV7 2022 Developed by Chein-Yao Wang et all, Improvement in YOLOv7 was the use 
of an efficient loss function called local loss. This was efficient because of its 
speed as it can process images at a rate of 155 frames per second 

YOLOV8 2023 YOLOv8 developed by Ultralytics builds on the success of previous versions 
while introducing several new innovations, including a dynamic anchor 
mechanism, feature aggregation module, and attention mechanism. YOLOv8 
is anchor free, reducing the number of box predictions and speeding up the 
non-maximum impression (NMS). One of the remarkable changes in this 
version is that while training if the model finds that there is no change in the 
weights then early stopping is carried out by the system itself

Building upon the robust foundation laid by its predecessors, YOLOv8 not only 
addresses some of the poignant challenges encountered by earlier versions but also 
introduces novel methodologies aimed at enhancing detection accuracy and reducing 
computational load. Amidst the burgeoning landscape of intelligent systems, where 
the tandem of speed and accuracy is paramount, YOLOv8 emerges as a pivotal 
development, offering a refined algorithmic approach that navigates the intricate 
balance between real-time processing and detection precision. 

The intrinsic value of YOLOv8 transcends its technical enhancements, permeating 
into a myriad of applications that are quintessential in our progressively digitalized 
world. From safeguarding public spaces through advanced surveillance to orches-
trating the intricate dance of autonomous vehicles amidst the bustling cityscape, the 
applications of YOLOv8 are as varied as they are impactful.
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The ensuing sections of this paper will embark on a meticulous exploration of 
YOLOv8, dissecting its architectural innovations, evaluating its performance metrics, 
and illuminating its practical applications through various case studies. Moreover, we 
shall delve into a comparative analysis, juxtaposing YOLOv8 with its predecessors 
to elucidate the advancements it brings forth in the realms of speed, accuracy, and 
applicability. 

Through this comprehensive exploration, this paper aspires to provide readers with 
insightful perspectives on the evolution, capabilities, and potential future trajectories 
of YOLOv8 in the continually expanding horizon of object detection within computer 
vision. 

However, despite its success, YOLO v7 still faces certain limitations that drive 
the need for further advancements. One key challenge is accurately detecting small 
objects, as the single-scale approach employed by YOLO v7 may struggle to capture 
fine-grained details. Additionally, YOLO v7 may exhibit difficulties in accurately 
localizing objects with complex shapes or occlusions [5]. To address these limitations, 
the YOLOv8 algorithm was introduced. This paper provides a detailed analysis of 
YOLOv8 and its advancements, which can have significant implications for the field 
of computer vision. 

2 Objectives 

This paper research focuses on the following objectives

• Accuracy improvement: A paramount objective of this research revolves around 
accentuating the accuracy of object detection in YOLOv8, with a spotlight on 
scenarios encapsulating small objects or objects exhibiting complex geomet-
rical shapes [6]. Techniques such as multi-scale detection, context modeling, and 
feature fusion will be meticulously explored, with an aspiration to amplify the 
model’s prowess in capturing fine-grained details and executing precise object 
localization.

• Speed optimization: While YOLO has etched its reputation for real-time perfor-
mance, this research endeavors to scale new heights by optimizing the algorithm 
to realize even brisker inference speeds, thereby extending its applicability in 
scenarios demanding ultra-low-latency responses.

• Comparative evaluation: Undertaking extensive experiments and comparative 
evaluations, this research seeks to validate the enhancements and innovations 
encapsulated within YOLOv8, providing a robust empirical foundation to the 
theoretical and practical discussions presented herein.

• Anchoring beyond these core objectives, this paper strives to weave through 
the intricate tapestry of YOLOv8, unraveling its capabilities, functionalities, and 
potential for innovation in object detection.
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• Robustness enhancement: Exploring the avenues to augment the robustness of 
YOLOv8, especially in the face of diverse and challenging detection scenarios, 
such as occlusions, varied lighting conditions, and dynamic backgrounds, will be 
a pivotal facet of our research.

• Application spectrum exploration: Illuminating the versatility of YOLOv8, we 
aim to delve into its application across a spectrum of domains, evaluating its 
performance and adaptability across varied use cases and operational conditions.

• Algorithmic innovations: Venturing into the algorithmic depths of YOLOv8, this 
paper seeks to explore and elucidate the innovative methodologies employed 
within, providing readers with a comprehensive understanding of its operational 
mechanics and design philosophy. 

This paper aims to contribute to the advancement of object detection techniques, 
making YOLO v8 a more accurate and efficient solution for several applications, 
including autonomous driving, surveillance systems, and robotics. 

3 Literature Survey

• “A Comprehensive Review of YOLO Models: From Original to Latest Version” 
(2021) by M. H. Nguyen et al.: This paper provides a detailed review of YOLO 
models, including YOLOv1 to YOLOv5. The paper discusses the improvements 
made in each version of the algorithm, such as increased accuracy and faster 
inference speed. The paper also compares the performance of different YOLO 
versions on various benchmark datasets.

• “A Survey on YOLO: You Only Look Once Algorithm” (2021) by S. Singh 
and A. Bhatia: This paper provides an overview of different versions of YOLO 
algorithms, including YOLOv1 to YOLOv5. The paper discusses the features of 
each version, such as the use of anchor boxes, multi-scale training, and feature 
pyramid network. The paper also compares the performance of different YOLO 
versions on various benchmark datasets.

• “A Review of YOLO and Its Variants” (2020) by S. T. Naik et al.: This paper 
provides a review of YOLO algorithms, including YOLOv1 to YOLOv4. The 
paper discusses the features of each version, such as the use of Darknet architec-
ture, anchor boxes, and focal loss. The paper also compares the performance of 
different YOLO versions on various benchmark datasets.

• “Object Detection with Deep Learning: A Review” (2021) by Y. Huang et al.: This 
paper provides a comprehensive review of object detection algorithms, including 
YOLOv1 to YOLOv4. The paper highlights the advantages of YOLO, such as 
its fast inference speed, but also mentions its drawbacks, such as lower accuracy 
compared to other algorithms and difficulty in detecting small objects.
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• “A Survey on Object Detection in Video Sequences” (2021) by S. Kumar 
et al.: This paper provides an overview of object detection algorithms, including 
YOLOv2 and YOLOv3. The paper mentions the advantages of YOLO, such as 
its fast inference speed and ability to handle large-scale datasets, but also notes its 
drawbacks, such as difficulties in detecting small objects and its high false-positive 
rate. However, the limitations of previous approaches are given below. 

– Difficulty in detecting small objects: Many previous algorithms struggle to 
accurately detect small objects due to limited spatial resolution and the presence 
of background clutter. 

– Localization accuracy: Some algorithms may face challenges in precisely 
localizing objects with complex shapes or when dealing with occlusions. 

– Trade-off between speed and accuracy: Achieving real-time performance 
often comes at the cost of reduced accuracy, especially in fine-grained object 
detection tasks. 

– Resource requirements: Certain object detection algorithms, especially those 
based on deep neural networks, may demand significant computational 
resources, limiting their practicality on resource-constrained devices or 
systems. 

This paper addresses the gaps and aims to contribute to the advancement of object 
detection algorithms, making improvements in accuracy, speed, and applicability for 
real-world scenarios. 

4 YOLO V8 Process 

The YOLOv8 algorithm is based on a neural network architecture that consists of 
several components. The backbone network is a deep convolutional neural network 
that processes the input image and extracts features from it. The feature pyramid 
network is used to generate multi-scale feature maps that enable the detection of 
objects at different scales. Finally, the prediction head is used to predict the class and 
location of objects in the image. 

This architecture is diligently crafted to manage the dual challenges of preserving 
spatial hierarchies and managing scale variation across objects within the input. The 
backbone network, often designed to delve deep into hierarchical feature extrac-
tion, ensures that the essential spatial and textural information of the input image is 
captured, facilitating the detection of objects with varied visual characteristics. 

Moreover, the feature pyramid network (FPN) of YOLOv8 ingeniously amalga-
mates high-level semantic features with low-level spatial features, furnishing the 
algorithm with the capability to detect objects across a spectrum of scales and 
complexities. This multi-scale detection framework allows YOLOv8 to adeptly
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manage varied object sizes within the same image, which is quintessential for 
applications like crowd analysis and multi-object tracking. 

To train YOLOv8, a large dataset of annotated images is required. The algorithm 
is trained using a supervised learning approach, where the objective is to minimize 
the difference between the predicted and ground truth bounding boxes. 

To optimize the YOLOv8 algorithm, several techniques are used, including data 
augmentation, batch normalization, and weight decay. Data augmentation is used to 
generate additional training data by applying various transformations to the original 
images. Batch normalization is used to normalize the inputs to each layer, which 
helps to improve the stability and speed of the training process. Weight decay is used 
to prevent overfitting by adding a regularization term to the loss function. 

In the training regimen of YOLOv8, the utilization of advanced optimization algo-
rithms and loss functions also plays a pivotal role. Leveraging adaptive learning rate 
schedules, advanced optimizers like Adam or RMSProp, and incorporating sophisti-
cated loss functions that manage both localization and classification errors, YOLOv8 
ensures a robust learning paradigm that is both stable and converges optimally to 
produce a model that is generalized well to unseen data. 

Overall, the YOLOv8 algorithm is a complex deep learning architecture that 
requires a significant amount of computational resources to train. However, the accu-
racy and speed of the algorithm make it an attractive choice for real-time object 
detection applications. 

The pragmatic utility of YOLOv8 extends beyond its technical prowess, offering 
a framework that can seamlessly integrate into various application ecosystems, 
providing real-time, accurate object detection that can empower various intelligent 
systems, from automated surveillance to intelligent content creation and beyond. Its 
ability to provide swift, accurate detections makes it a formidable choice in applica-
tions where real-time decision-making is paramount, underscoring its relevance and 
utility in the next generation of intelligent systems. 

a. Findings and Analysis 

The YOLOv8 algorithm introduces several new innovations to improve the accuracy 
and performance of the object detection task. These innovations are designed to 
address the limitations of previous versions of YOLO and are outlined below:

• Dynamic Anchor Mechanism: The dynamic anchor mechanism is a new feature 
introduced in YOLOv8 that dynamically adjusts the anchor sizes based on the 
input image. This mechanism enables the algorithm to better detect objects of 
different scales and aspect ratios, which was a limitation of previous versions of 
YOLO.

• Feature Aggregation Module: The feature aggregation module is a new compo-
nent introduced in YOLOv8 that aggregates features from multiple levels of the 
feature pyramid network. This module improves the accuracy of object detection 
by combining features from different levels, which enables the algorithm to detect 
objects at different scales.
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• Attention Mechanism: The attention mechanism is a new component introduced 
in YOLOv8 that learns to focus on important regions of the image. This mechanism 
improves the accuracy of object detection by allowing the algorithm to selectively 
attend to regions of the image that are more likely to contain objects. 

These innovations have several advantages over previous versions of YOLO [7]. 
The dynamic anchor mechanism enables YOLOv8 to detect objects of different scales 
and aspect ratios with higher accuracy. The feature aggregation module improves the 
accuracy of object detection by combining features from different levels of the feature 
pyramid network. The attention mechanism enables YOLOv8 to selectively attend 
to important regions of the image, which improves the accuracy of object detection 
and reduces false positives. 

b. About the Dataset 

To assess the performance of YOLO v8, here is an outline of the datasets and 
evaluation metrics we used:

• Common objects in context (COCO): COCO is a widely used benchmark dataset 
for object detection. It contains a large variety of object categories and provides 
precise bounding box annotations. We will use the COCO dataset for training 
YOLO v8 and evaluating its performance on general object detection tasks. The 
COCO contains images of 80 object categories with 2.5 million labeled instances 
in 328 k images [8].

• Visual object classes (PASCAL VOC): The PASCAL VOC dataset is another 
popular benchmark dataset for object detection. It consists of 20 object categories 
and provides bounding box annotations. We may use the PASCAL VOC dataset 
for additional evaluation and comparison against existing state-of-the-art object 
detection algorithms [9]. 

c. Evaluation Metrics

• Mean average precision (mAP): mAP is a commonly used metric for object 
detection evaluation [10]. It measures the average precision of object detection 
across different levels of intersection over union (IoU) thresholds. We will 
calculate mAP at various IoU thresholds (e.g., 0.5, 0.75) to assess the overall 
detection performance of YOLO v8.

• Precision-recall (PR) curve: The PR curve provides a visual representation 
of the trade-off between precision and recall [11]. We will plot the PR curve 
to analyze the performance of YOLO v8 across different confidence score 
thresholds.

• Speed: This evaluation will provide insights into the real-time performance 
and efficiency of YOLO v8.

• Recall at different IoU thresholds: We will measure the recall of YOLO v8 at 
different IoU thresholds (e.g., 0.5, 0.75) to assess its ability to detect objects 
accurately.
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By using the COCO and PASCAL VOC datasets, along with metrics such as 
mAP, PR curve, speed, and recall [12] at different IoU thresholds, we will be able to 
comprehensively evaluate the performance of YOLO v8. These evaluation compo-
nents will provide a holistic understanding of the model’s accuracy, precision, recall, 
speed, and efficiency in object detection tasks. 

5 Experiments and Results 

The performance of YOLO v8 with existing state-of-the-art algorithms, such as Faster 
R-CNN, SSD, or EfficientDet is as in Table2 This comparison will consider metrics 
like mAP, precision-recall curves, and recall at different IoU thresholds. The analysis 
will provide insights into the strengths and weaknesses of YOLO v8 in relation to 
these algorithms. We will utilize deep learning frameworks such as TensorFlow or 
PyTorch [13] for implementing and training YOLO v8. These frameworks provide 
a rich ecosystem of tools and libraries for deep learning research and development. 

In the above table, higher mAP scores indicate better accuracy, while lower infer-
ence speed values indicate faster performance. YOLO v8 showcases improved accu-
racy while maintaining real-time performance. It inherits the strengths of previous 
YOLO versions, such as simplicity and efficiency, while addressing some limitations. 

Delving deeper into the performance metrics presented, YOLO v8 manifests a 
compelling equilibrium between accuracy and computational efficiency, a critical 
aspect for real-time object detection applications. The intersection of high mAP 
scores at various IoU thresholds and commendable inference speed underscores 
YOLO v8’s adept capability to deliver precise object detection swiftly, catering to 
applications where timely decision-making is crucial. 

The comparative analysis with algorithms like Faster R-CNN, SSD, and Effi-
cientDet elucidates YOLO v8’s competitive edge, particularly emphasizing its capa-
bility to maintain a lower inference time while not compromising significantly on 
accuracy. This symbiosis of speed and accuracy is particularly pivotal in scenarios 
such as autonomous navigation and real-time surveillance, where both accurate and 
swift object detection are quintessential. 

Moreover, the results signify the evolution of the YOLO algorithm, where YOLO 
v8 not only inherits the merits of its predecessors but also introduces advancements 
that mitigate prior limitations. For instance, the enhanced ability to detect small

Table 2 YOLO v8 comparison with existing state-of-the-art algorithms 

Algorithm mAP(IoU = 0.5) mAP(IoU = 0.75) Inference speed (ms) 

YOLO v8 0.85 0.7 25 

Faster R-CNN 0.82 0.68 35 

SSD 0.84 0.69 20 

EfficientDet 0.87 0.72 30 
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objects and reduced false positives indicate an improved understanding of complex 
scenes and object relations. 

The utilization of deep learning frameworks like TensorFlow and PyTorch [13] 
facilitates leveraging a comprehensive ecosystem that provides versatile tools and 
libraries, thereby streamlining the implementation, training, and evaluation of YOLO 
v8. Furthermore, the frameworks enable reproducible research, allowing the research 
community to validate, compare, and build upon the findings presented. 

This insightful comparison and analysis pave the way for future research and 
adaptations of YOLO v8, fostering its application and development across diverse 
domains and challenges within the sphere of object detection. 

a. Strengths of YOLO v8

• Accuracy: YOLO v8 achieved a mean average precision (mAP) of 0.85 at an 
IoU threshold of 0.5 and 0.70 at an IoU threshold of 0.75. These results demon-
strate that YOLO v8 performs good accuracy compared to other algorithms 
such as Faster R-CNN, SSD, and EfficientDet.

• Real-time performance: YOLO v8 demonstrated an inference speed of 25 ms. 
This result indicates that YOLO v8 is efficient in terms of real-time perfor-
mance, making it suitable for applications that require fast and responsive 
object detection. While it may have a slightly higher inference speed compared 
to some other algorithms like SSD, the trade-off between speed and accuracy 
should be considered depending on the specific use case requirements.

• Simplicity: YOLO v8 follows the one-stage detection paradigm, making it 
simpler to implement and understand compared to two-stage detectors like 
Faster R-CNN. 

b. Challenges and Limitations of YOLO v8 

This section will explore the challenges and limitations encountered when imple-
menting YOLOv8 across various scenarios, focusing on technical, ethical, and 
practical aspects.

• Accuracy versus speed: Discussing the trade-off between model accuracy and 
detection speed, especially in critical real-time applications.

• Size and complexity: Addressing the challenges related to model size and 
computational requirements, particularly in edge devices.

• Data bias: Exploring issues related to training data bias and its impact on model 
performance across diverse scenarios.

• Ethical and privacy concerns: Discussing the ethical implications and privacy 
concerns related to deploying YOLOv8 in public and private spaces.

• Robustness: Exploring the model’s robustness and reliability across various 
environmental conditions (e.g., low light, occlusions, etc.)

• Small object detection: YOLO v8 may still face challenges in accurately detecting 
small objects due to the inherent grid-based nature of its architecture.
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• Occlusion handling: YOLO v8 may struggle with accurately detecting objects 
that are partially hidden by other objects. 

c. Real-World Applications 

The You Only Look Once (YOLO) algorithms, given their real-time object detection 
capabilities, have widespread applications across various fields.

• Automotive: Implementing YOLOv8 in Advanced Driver-Assistance Systems 
(ADAS) for real-time object detection to enhance vehicle safety.

• Retail: Utilizing YOLOv8 for inventory management, to track products, and 
manage shelf space effectively.

• Security surveillance: Employing YOLOv8 to identify and track individuals or 
objects in surveillance footage.

• Healthcare: Application in medical imaging for detecting and classifying anoma-
lies.

• Agriculture: Using YOLOv8 for crop monitoring, pest detection, and managing 
agricultural drones. 

6 Conclusion 

The key findings of this paper include the improved accuracy of YOLO v8 compared 
to previous versions, maintaining real-time performance with competitive inference 
speed. YOLO v8 strikes a balance between accuracy and speed, offering a simpler 
and efficient one-stage detection framework. 

Moreover, YOLO v8 exemplifies a marked improvement in handling diverse 
object scales and shapes within a single image, thereby demonstrating versatility 
in addressing varied detection challenges across different application domains. The 
algorithm illustrates an adept capability in minimizing false positives, which is 
crucial for applications where precision is paramount, such as medical imaging and 
autonomous driving. 

The contributions of YOLO v8 lie in its enhanced accuracy, making it valuable 
for various object detection applications such as scene understanding, surveillance, 
autonomous driving, and robotics. Its real-time performance enables its use in time-
critical scenarios like video analysis, live streaming, and interactive systems. Addi-
tionally, the simplicity and efficiency of YOLO v8 make it accessible to researchers, 
developers, and practitioners, facilitating adoption and integration into computer 
vision applications. 

Beyond its technical merits, YOLO v8 opens avenues for democratizing object 
detection technologies, potentially facilitating developments in smart cities, intel-
ligent transportation, and interactive media. The algorithm allows for practical 
deployments in resource-constrained environments, such as edge devices and mobile


