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Review of Methods for Handling Class 
Imbalance in Classification Problems 

Satyendra Singh Rawat and Amit Kumar Mishra 

Abstract Learning classifiers using skewed or imbalanced datasets can occasionally 
lead to classification issues; this is a serious issue. In some cases, one class contains 
the majority of examples while the other, which is frequently the more important 
class, is nevertheless represented by a smaller proportion of examples. Using this 
kind of data could make many carefully designed machine learning systems ineffec-
tive. High training fidelity was a term used to describe biases versus all other instances 
of the class. The best approach to all possible remedies to this issue is typically to 
gain from the minority class. The article examines the most widely used methods 
for addressing the problem of learning with a class imbalance, including data-level, 
algorithm-level, hybrid, cost-sensitive learning, and deep learning, including their 
advantages and limitations. The efficiency and performance of the classifier are 
assessed using a myriad of evaluation metrics. 

Keywords Machine learning · Imbalance learning · Resampling techniques 

1 Introduction 

In the realms of machine learning and data mining, class imbalance learning is 
a significant problem. In recent years, increasing attention has been paid to the 
categorization of class-imbalanced data from a variety of fields of study. A balanced 
sample distribution across classes is generally achieved by traditional classification 
techniques. However, such a belief led to the majority class performing unfavorably. 
Any classifier learned from an imbalanced dataset would exhibit more classification 
errors in comparison to examples of minority classes since classifiers normally try 
to reduce the overall classification error [1].
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With the arrival of big data technology, through machine learning and data mining, 
we have a better understanding of the nature of imbalanced learning, but we are also 
facing new challenges [2]. Finding abnormal events can be considered a prediction 
task, as in the machine learning and data mining fields. As an impact of the rarity of 
these events in our real-life applications, the prediction task is affected by a lack of 
balanced data [3]. Big data makes it more difficult to lower class disparity due to the 
diverse and complex structure of the significantly larger datasets. These unbalanced 
datasets are generally common in real-world data, such as fraud detection, spam 
detection, and software defect prediction [4]. 

Detecting electronic fraud in transactions also poses an extremely challenging 
problem in class imbalance with overlap. In order to avoid scrutiny, fraudsters have 
spent a lot of effort in closely cloning a legitimate transaction. It is difficult to distin-
guish between legitimate and illegal transactions due to the huge amount of data that 
overlaps. For machine learning-based fraud transaction detection methods, over-
lapping problems have, however, received less attention than problems with class 
imbalance [5]. 

The rationale for the imbalanced data is biased in favor of the majority of class 
instances owing to high training accuracy. The generation of data from the minority 
class is consistently regarded as the solution to the issue that has the best chance of 
success [6]. 

1.1 Class Imbalance Problem 

Classification problems commonly face serious issues of learning classifiers from 
skewed or unbalanced datasets. The majority of instances in these instances belong 
to one class, while the other class, which is more important contains a small number 
of instances. Traditional classifiers put all of the data into the majority class, which 
is typically the class with the lowest importance, leaving them obviously unsuited to 
handle unbalanced learning tasks [7]. 

A population with rare diseases, for example, can have medical data with few 
disease categories. Statistical and machine learning techniques are prone to encounter 
issues when some classes are glaringly underrepresented. Despite being learned, 
cases from the rare classes are lost amid the others. The resulting classifiers misclas-
sified unknown rare cases, and descriptive models could have misrepresented the data. 
If a small class is difficult to identify due to its other characteristics, the learning task 
becomes significantly more difficult. A small class, for instance, may significantly 
overlap the other classes. The following depicts a small, difficult class as an inter-
esting class numerous domains exhibit class imbalance, including fraud detection, 
spam filtering, disease prediction, software defect prediction, ransomware, detection, 
etc. [8]. 

This paper discusses the various techniques that are used to handle the class-
imbalanced datasets in binary classification problems and also provides a comparative 
study of the most popular methods with their benefits and limitations. The rest of the
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sections of the paper are organized as: a review of the literature is given in Sect. 2; 
existing methods are described in Sect. 3; in Sect. 4 important evaluation metrics are 
discussed, and finally, the conclusion is given in Sect. 5. 

2 Review of Literature 

The author has explored different facets of learning from imbalanced data, such as 
mining data streams, clustering, classification, regression, and big data analytics, 
and has given a thorough overview of new challenges in such fields. Such challenges 
relate to learning from imbalanced data and have their own roots in contemporary 
real-world applications [2]. An open-source Python toolbox called imbalanced-learn 
aims to offer a variety of solutions for the imbalanced dataset issue that frequently 
arises in pattern recognition and machine learning [9]. 

Imbalanced data have been given to sampling techniques like SMOTE in order to 
artificially balance the dataset for classifier training. In order to overcome SMOTE’s 
limitation for nonlinear problems, a weighted kernel-based SMOTE (WK-SMOTE) 
that oversamples the feature space of the SVM classifier is implemented in this study 
[10]. Unfortunately, defective modules typically have a lower presence in software 
defect datasets than non-defective modules. For imbalanced software defect datasets, 
the MAHAKIL synthetic oversampling method is introduced, which is based on the 
chromosomal theory of inheritance [11]. 

An RK-SVM algorithm based on sample selection was proposed to address the 
class imbalance issue in the identification of breast cancer [12]. Noise and border-
line cases are two important problems brought on by SMOTE’s blind oversampling. 
According to the distance between the artificially generated new minority class exam-
ples and the original minority class examples, [13] proposed the advanced SMOTE, 
also known as A-SMOTE. 

The fraud detection problem was unable to be successfully tackled by random 
undersampling using conventional binary classifiers due to a high-class imbalance. 
The imbalanced data problem was investigated using a variety of methods, and a 
novel method based on entropy-based undersampling laced with a dynamic stacked 
ensemble was developed [14]. Minority class data are transformed into a realistic 
data distribution when the minority class data are insufficient for GAN to process 
them effectively on its own [15]. The controlled sampling method QDPSKNN used 
in this study was developed to account for the uneven class distribution of user click 
data in the classification of fraudsters [16]. 

3 Existing Solutions 

Four broad categories can be used to group the solutions to the class imbalance 
problem.
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3.1 Data-Level (i.e., Resampling) Methods 

Changes to the training set’s distribution are made using data-level techniques, which 
keep the algorithm’s overall structure, including the loss function and optimizer, 
undisturbed. In order to make popular learning algorithms, data-level methods try to 
alter the dataset [7]. 

Resampling is a method that balances the number of majority and minority 
instances in training data. Undersampling techniques and oversampling techniques 
are the two kinds of resampling methods. Figure 1 depicts the concept of resampling 
given. 

In undersampling methods, by deleting a portion of the majority examples from 
the training data, an undersampling enables the balance of the majority and minority 
occurrences. During undersampling, the majority of class samples are removed one 
at a time until the size of the two classes is nearly equal. As seen in Fig. 1a. In 
Table 1, the few significant undersampling methods are compared along with their 
advantages and limitations.

The advancements in the classification of unbalanced data are closely exam-
ined in this review paper. This paper discusses the nature of the problem after 
showing numerous examples of application domains that the class imbalance problem 
disturbs. The well-known classifier learning algorithms, such as decision trees, back-
propagation neural networks, Bayesian networks, nearest neighbors, support vector 
machines, and associative classification, are analyzed in order to gain an under-
standing of how difficult it is to use these algorithms to learn from unbalanced data 
[20]. 

As you can see once more in Fig. 1b, an oversampling process makes a similar 
proportion of synthetic minority samples to original minority samples until the sizes 
of both classes are almost equal. A few significant oversampling techniques are 
shown in Table 2, along with their advantages and limitations.

Existing solutions, like undersampling and oversampling, alleviate the problem 
of class imbalance, but they still have major limitations. For instance, undersampling 
results in the loss of samples containing valuable data about the majority class, while

Fig. 1 Resampling methods [17] 
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Table 1 Undersampling methods 

Undersampling 
methods 

Dataset Performance 
metrics 

Compare 
algorithm 

Advantages Limitation 

RIUS [18] Glass, 
Haberman, 
iris0, 
vehicle, 
yeast 

Sensitivity, 
specificity, 
G-mean, AUC 

RUS1, UB4, 
SBAG4 

It chooses the 
majority 
class’s most 
pertinent 
examples 

It is solely 
appropriate 
for binary 
class tasks 

Downsampling 
[19] 

Pima, 
Haberman, 
vehicle, 
yeast, 
synthetic, 
abalone, 
poker, letter 

F-score, 
G-mean, AUC, 
AUC-PR 

No sampling, 
TL, NCL, 
SMOTE, 
random 
downsampling, 
random 
oversampling 

To minimize 
the impact of 
imbalanced 
class labels, 
it selected the 
samples that 
were most 
informative 

It focuses on 
classification 
with a binary 
imbalance 

EUStack [14] Credit card 
dataset 
made by 
European 
cardholders 
in Sep. 2013 

Precision, 
recall, 
F1-score, 
MCC 

AdaBoost, 
gradient boost, 
XGBoost, 
LDA, Naïve 
Bayes, stacked 
ensemble 

Picks the 
subset of 
samples from 
the dominant 
class that is 
most 
informative 

It can serve 
as a fraud 
detection 
method

oversampling necessitates a large amount of computational time. The combination 
of these problems makes it really difficult to use the fraud detection model [14]. 
The benefits and disadvantages of under and oversampling-based algorithms are 
unique to them. It is suggested to use a hybrid resampling algorithm that combines 
oversampling and undersampling if you want results in data processing that are truly 
accurate. In reducing the proportion of majority samples while raising the number 
of minority samples, sample imbalance is largely minimized [24]. 

The few significant hybrid methods are listed in Table 3, along with their 
advantages and limitations.

3.2 Algorithmic-Level Methods 

This study discussed a new method to unbalanced classification it utilizes a single-
class classifier technique to accurately capture the properties of the minority class [7]. 
The RUSBoost algorithm is described by [26], as a novel hybrid sampling/boosting 
method for learning from skewed training data and this technique is used in place 
of SMOTEBoost [27], another technique that mixes boosting and data sampling. In 
this work, a new technique for the classification of noisy label-imbalanced data is 
proposed, based on the bagging of XGBoost classifiers [28]. The proposed technique, 
Weighted Ensemble with One-Class Classification with Oversampling and Instance
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Table 3 Hybrid methods 

Hybrid 
resampling 

Dataset Performance 
metrics 

Compare 
algorithm 

Advantages Limitation 

RFMSE [24] Spambase, 
abalone, 
contraceptive, 
diabetes, 
balance, 
Haberman 

Sensitivity, 
specificity, 
F-value, 
MCC 

SMOTE CCR, 
GSM, KSM, 
SMOTE-ENN 

It is used to 
handle data 
imbalance 
in medical 
diagnosis 

It still has a 
very large 
gap in the  
medical 
diagnosis 
thinking 
process of 
doctors 

RK-SVM [10] Pima, 
transfusion, 
iris 

Accuracy, 
sensitivity, 
specificity, 
G-mean, 
AUC, MCC 

RK-boosted C5.0, 
R-SVM, 
R-boosted C5.0 

It improves 
performance 
significantly 
without 
increasing 
algorithm 
complexity 

In the reality, 
the data label 
is very 
expensive to 
obtain 

SA-CGAN [6] Contraceptive, 
wine, 
dermatology, 
yeast 

Recall, 
precision, 
accuracy, 
F1-score 

GAN, SMOTE, 
ADASYN, SVM, 
K-NN, LR, DT 

Handle 
overfitting 
problems, 
noisy 
synthetic, 
and unclear 
samples 

Certain local 
data 
attributes 
weren’t 
explored, 
including 
some local 
information 

SMOTified-GAN 
[15] 

Connect4, 
credit card, 
fraud, shuttle, 
spambase, 
abalone 

Precision, 
recall, 
F1-score 

Non-oversampled, 
SMOTE, GAN 

Its time 
complexity 
is also 
reasonable 
for a 
sequential 
algorithm 

It is an offline 
preprocessing 
technique 

Hybrid 
bag-boost model 
with K-means 
SMOTE–ENN 
[25] 

Glass, E. coli, 
yeast 

AUC, 
Friedman 
test, Holm’s 
test 

SMOTE, 
SMOTE-ENN, 
K-means-SMOTE, 
K-means 

Hybrid 
bag-boost 
model for 
handling 
noisy class 
imbalance 
datasets 

It is only 
working for 
binary class 
noisy 
imbalanced 
datasets

Selection [29], combines a weighted ensemble classification with a method to tackle 
the class imbalance issue.
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3.3 Cost-Sensitive Learning 

Cost-sensitive learning (CSL), which takes into account the different misclassifi-
cation costs for false negatives and false positives, seems to be another helpful 
method [30]. In [31] proposed a cost-sensitive (CoSen) deep neural network which 
can automatically learn acceptable feature representations for both the majority and 
minority classes. The results of experiments indicate that the function fitting strategy 
is more efficient than grid searching in obtaining the optimal cost weights for datasets 
showing imbalanced gene expression [32]. 

3.4 Deep Learning 

Imbalance data classification is still a major challenge in data mining and machine 
learning, especially for multimedia data, despite research efforts. An extended deep 
learning approach was offered in [33] as a solution to this problem in order to find 
skewed multimedia datasets of promising outcomes. More information on the deep 
learning analysis of a software problem with class imbalance is revealed by this survey 
[34]. These studies show how to handle the uneven human activity from smart homes 
and improve the adaptability of the learning algorithms to the minority class using a 
data-level perspective and a temporal window technique [35]. Making sophisticated 
models with the DNN is an excellent method of gathering vital information for studies 
on drug discovery [36]. 

4 Evaluation Metrics 

A confusion matrix, like the one in Table 4, can be used to quantify the performance 
of a binary classification problem. The minority class is marked by a positive label, 
whereas the dominant class is denoted by a negative label [34]. 

The base metrics for evaluation were false positives (FP), false negatives (FN), 
precision (P), recall (R), and F1-score. 

Another useful metric of the accuracy of the prediction in unbalanced classes is 
the area under the precision-recall curve (AUC-PR), which is a single statistic that 
covers the precision-recall (PR) curve. As an alternative to the used receiver operating

Table 4 A confusion matrix for binary classification problems 

Truthful value 

Positive (T) Negative (N) 

Estimated values Positive (T) True positive (TP) False positive (FP) 

Negative (N) False negative (FN) True negative (TN) 
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Table 5 Evaluation metrics 

Metric Description 

Precision It determines how good the classifier is at detecting fraudulent 
cases 

Recall It evaluates the quality of a qualifier 

Accuracy It measures the efficiency of the algorithm 

F-measure It qualifies the quality of a classifier for the occasional classes 

G-mean (geometric mean) To balance the minority and majority classes, it evaluates a 
classifier’s performance 

ROC curve It is used for evaluating the trade-offs between true positive and 
false positive error rates in the case of classification algorithms 

AUC It represents the area under a ROC curve 

ROC convex hull It is used as a method for identifying potentially excellent 
classifiers 

characteristic (ROC) curve, which could present an overly optimistic picture of the 
performance for an unbalanced dataset, PR curves are suggested for dealing with 
heavily skewed data. With a score of 1.0 denoting a model with perfect ability, 
this score can then be used to compare various models using a binary classification 
problem. For comparison, the area under the curve (AUC), which is mostly used in 
many other articles, is also measured [37]. 

The prediction only receives a high score if it accurately predicts in each of the 
four confusion matrix categories (true positives, false negatives, true negatives, and 
false positives), based on the size of the dataset’s positive and negative elements, 
respectively. Matthew’s correlation coefficient is a statistical statistic (MCC) [38]. 
The model is perfect whenever the coefficient is + 1; when it is 0 or equal to a random 
hypothesis; when it is − 1, the model is totally failed. Contrary to the F1-score, the 
MCC metric is more reliable [19]. 

Table 5 gives a short description of important evaluation metrics used for the 
classifier’s performance analysis. 

5 Conclusion 

In this work, we assessed a few cutting-edge methods for handling class imbal-
ance in classification problems. Every method has advantages and limitations. On 
imbalanced datasets, a variety of methods are used, such as deep learning, context-
sensitive learning, algorithm-level methods, and data-level methods. On the training 
set, data-level methods such as oversampling, undersampling, and hybrids are used. 
Undersampling algorithms incur information loss, while oversampling algorithms 
suffer overfitting issues. Despite hybrid algorithms being more effective than resam-
pling methods, they are indeed computationally more expensive and difficult to use.
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Practical use of algorithmic techniques, such as one-class learning and ensemble 
learning, are applied at the classifier level (i.e., bagging and boosting algorithms). To 
tackle class imbalance issues in complex datasets, techniques such as deep learning 
and cost-sensitive learning are also used. To assess the classification accuracy and 
performance of the classifiers, various evaluation metrics are used. 
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Course Material Recommendation 
System Using Student Learning Behavior 
and Course Material Complexity Score 
for Slow Learner Students 

Kamal Bunkar, Chhaya Arya, and Sanjay Kumar Tanwani 

Abstract Educational data mining (EDM) is not only a process of applying data 
mining algorithms on academic data. That is a process of exploring and providing 
solutions at various levels of educational system. That is useful for students, educa-
tors, management, and administration for decision-making and preparing futur-
istic strategies. The proposed EDM framework is motivated to enhance the student 
academic performance. The focus is on threefold: first to identify the student learning 
behavior to support the students, and teacher provide the remedial actions on the weak 
students. We propose clustering method for the study of students’ learning behavior 
associated with positive and negative outcomes (in exams) by utilizing data mining 
techniques. Second, there is some classifying approach to characterize student based 
on performance measure that they earn in examination. Applying supervised classifier 
on the datasets, we have found significant improvement in results. Finally, the study 
turns toward developing a technique for recommending appropriate study material 
by calculating readiness of student and complexity of course material. To achieve the 
objectives, three models are proposed and combined into one for designing accurate 
and efficient course material recommendation model. In initial steps, popular data 
mining algorithms, i.e., K-Means, fuzzy c-means (FCM), and kernel-based FCM 
(K-FCM), are implemented to cluster students according to their learning behav-
iors. The comparative study demonstrates that K-FCM-based pattern identification 
is providing more accuracy with respect to other two algorithms. On the other hand 
to design a model for student performance prediction, two supervised classifiers, 
i.e., C4.5 and CART, are implemented. During experiments, we found that the C4.5 
decision works well for student performance dataset and for predicting the perfor-
mance. Using both the components, a course study material recommendation model
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is proposed. Thus an application is implemented to demonstrate the student’s cate-
gorization according to their current performance. That also indicates the learning 
behavior of the student. On the other hand, the course syllabus is used to offer rele-
vant study material. First the syllabus keywords are extracted. These keywords are 
used as query to find content from the internet. The identified material is offloaded, 
and then preprocessing of the contents is carried out. The aim is to recover two kinds 
of features, first by using the natural language processing (NLP)-based text parser 
to compute the material’s complexity score. Second feature is calculated using TF-
IDF as the content features. The calculated features are working as transaction set for 
Apriori algorithm. The Apriori algorithm is used for the frequent pattern mining. The 
obtained contents from this mining help to filter the data according to their content 
relevance. Secondly, the complexity score of the document is used for suggesting the 
suitable course study material according to student’s readiness compatibility. The 
experimental evaluation of the proposed ML-based EDM framework demonstrates 
effectiveness, for supporting students to getting performance feedback, to enhance 
their learning, and obtaining relevant and personalized study material. The perfor-
mance analysis in terms of precision, recall, and F-score demonstrates the accurate 
outcomes of the recommendation model. 

Keywords EDM · Data mining · Clustering · Learning behavior · Classification 
and prediction · Student performance prediction · Study material 
recommendation · Readiness · Complexity of course material 

1 Introduction 

In a world of increasing complexities and dynamism, evolving new thoughts and 
applying them in the teaching and learning practices is important and seems 
inevitable. The ability to think creatively and drive innovations in the education sector 
particularly, higher education is one of the important prospects toward academician. 
Education improves the overall ability of a learner. It helps the learner, understands, 
and solves problems in the real world. The primary goal of higher education policy is 
to improve the quality of students’ academic suitability and to increase their educa-
tional base, extensive outreach, and better use of information and resources. In this 
work, an attempt is made to improve the quality of education through the modern 
techniques of computer science, like data mining (DM) and machine learning (ML). 

Data mining is a technique for exploring essential and fruitful patterns on raw 
data using mathematical algorithms [1, 2]. This technique is used to understand the 
relationship between two or more attributes, classifying data, categorizing them, and 
making predictions. In this context, different kinds of algorithms such as classifiers, 
clustering algorithms, association rule mining, soft computing, and other kinds of 
methods and algorithms are applied and that help in various applications and indus-
tries to make effective decisions, i.e., banking, credit companies, medicine, deci-
sion support system, and others. Similarly, data mining techniques can be applied
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to educational data for making decisions and performing predictions for various 
aspects. 

Various techniques specifically for mining educational data have given rise to 
a new field, called educational data mining (EDM) [3–7]. EDM is defined as an 
emerging discipline, concerned with developing methods for exploring the unique 
types of data that come from educational settings and using these methods to better 
understand students and the settings in which they learn in [3]. EDM covers all the 
methods of data mining and machine learning that consider education data as input 
and give the output that helps us to understand student requirements. 

1.1 Purpose of EDM Research 

By enabling them to evaluate the students’ performance and monitor their learning 
progress, instructors and tutors will be better able to comprehend their students’ 
learning behavior [8]. “EDM research has also sought to shed light on the components 
of a course’s structure that require revision in order to enhance learning. The main 
goal of this kind of research is to aid educators” [6, 7, 9–12]. Other EDM study 
has focused on offering advantages to teachers as well as their pupils [12–16]. Data 
mining can be applied for a variety of purposes: 

• Students: to find learning objectives, resources, and activities based on behavior 
and comparable paths in order to promote learning, 

• Educators: to get feedback from students for teaching, assess the course’s struc-
ture and its impact on student learning, categories students, look for trends, learn 
more about how to better adapt and customize the course, etc. 

The fact that educational data is hierarchical is a significant and distinctive char-
acteristic. Data are nested at the level of the question–answer session, the student 
interaction, the classroom engagement, the teaching patterns, and the activities of 
colleges [12]. Advancements of the EDM techniques concentrates on the longitudinal 
data modeling and hierarchical data mining techniques. Researchers in educational 
data mining [13]; see the following objectives as important: 

1. Making data models that contain specifics of students’ knowledge, motivation, 
meta-cognition, and attitudes can be used to predict students’ future learning 
behavior, 

2. Identifying or improving data models to demonstrate the course outcome that is 
to be learn and enhance the instructional flow, 

3. Investigating the results of various pedagogical supports offered by learning 
software, and 

4. Developing computational models that include educational domain, data models 
of the learner, and automation of pedagogy to understand the scientific approach 
of learning and learner.
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To accomplish these goals, EDM research uses the five categories of technical 
methods [14]: 

1. Prediction requires creating a model that can use a single data point from a 
combination of other data points called successively predicted variables and 
predictor variables. Prediction include identifying student actions when they 
are manipulating the system, behaving inattentively, or answering a question 
incorrectly despite possessing a talent. The prediction demonstrates anticipating 
and comprehending educational outcomes for students, such as achievement on 
post-tests following tutoring [15]. 

2. Clustering refers to the process of identifying data points that correlate and that 
can act as a similar group as per the similar characteristics among them [17]. 

3. Relationship mining is the process of identifying connections between vari-
ables in a dataset and encoding those connections as rules for subsequent usage. 
Relationship mining, for instance, can reveal connections between items bought 
online [18]. 

• Association rule mining can be used to identify common errors made 
by students, link user types to content to create recommendations for the 
necessary content, or modify teaching methods. 

• Sequential pattern mining creates rules that account for the relationships 
between the occurrences of sequential events, such as identifying temporal 
sequences like student errors followed by support requests. 

4. Distillation for human judgment is a technique that involves presenting data in 
a way that makes it possible for a person to swiftly recognize or categorize its 
qualities. 

5. Discovery using a verified model of a phenomenon (created by prediction, clus-
tering, or human knowledge engineering) as a part of the study is an approach 
known as using models [19]. 

1.2 Motivation 

India is a growing country and one of the youngest nations having a large percentage 
of the population in the young generation. A large proportion of the population is 
studying in schools, colleges, and other higher educational institutions. Students 
study to gain knowledge and evolve a deeper understanding of the subject. Not all 
students have similar learning capabilities and potential to learn. Therefore, it is 
required to understand the strength and weaknesses of every student. Additionally, 
need to understand the gap between the learning strategy and available resources [20]. 
That is required for making improvements in learning patterns, teaching skills, and 
providing the appropriate study or learning materials. In this context, the proposed 
EDM system works in three aspects: 

1. Understanding the level of student’s learning ability by analyzing their previous 
performance and by predicting the performance of the students for the near future.
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2. Identifying the key issues and weaknesses in the learning process and suggesting 
ways to improve them. 

3. Providing the personalized learning material according to their needs and learn-
ability by using a collaborative filtering approach that first understands the 
behavior and then suggests the material to be used. 

These methods can help the teachers and organizations to understand the quality of 
learning, possible improvements on the offered services, and make future sustainable 
resources for next-generation teaching and learning systems. 

1.3 Research Objectives 

To explore and investigate data mining techniques for designing an adoptive EDM 
framework with the following key objectives to work: 

• To propose a framework for efficient and accurate knowledge extraction 
for higher education: The different attributes of the student’s performance are 
identified, and according to observations, a dataset is prepared/obtained. 

• To explore the productivity of teachers: The student’s performance is reflections 
of teacher’s efforts and productivity, by categorizing the student’s performance in 
three groups (elaborate group bright, medium, or weak) the teacher’s productivity 
and interaction of a teacher in a classroom can be measurable. 

• To identify teaching patterns and gaps in learning with the help of efficient 
data mining techniques: Using the group of subject-wise weak students, the 
teacher can make more effort on that student to scale their performance. 

• To give teachers feedback so they can decide how to improve learning of the 
learner and take preventative or corrective action: The attempts to offer fresh 
perspectives on students’ learning habits that both teachers and students can find 
helpful. 

• Personalizing student’s behavior and learning ability to recommend study 
material and future adaptable solutions: We wish to implement a recommen-
dation system that analyzes behavior and learning ability for students and suggests 
more appropriate learning material for the students to boost their performance of 
learners. 

1.4 Contributions 

The EDM is a wide domain of research and involves a large user community from 
teachers, educationists, policymakers, and various stakeholders of the education 
system and has been applied for many outcomes in education research. In the current 
context, few limited, but essential aspects of EDM are proposed, which are explained 
as follows:
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1. Student learning patterns: Learning performance of each student is different 
and needs a different level of explanation and material to understand. The 
proposed work is intended to recover the student learning patterns for improving 
their learning skills and suggest appropriate material for reading. 

2. Student performance and success rate in corporate: Educational institutes 
wish to maximize their student’s success. The performance predictions of 
students and their future projections help to understand their future possibilities 
of growth and learning ability. 

3. Identifying students learning behavior and recommending appropriate 
course material: The recommendation systems are providing ease in various 
real-world applications and problems to offer appropriate services and products 
in e-commerce platforms. In this work, the aim is to understand the learning 
behavior of students and recommend relevant study materials according to their 
learning habits and their level of understanding. 

2 Proposed Work 

The proposed work is helping to improve the learning of students and teaching skills 
of educators using the EDM techniques. That may help to educators and educational 
institutes to prepare their strategies for future growth and productivity of students 
and teachers, respectively. This section provides a discussion about the operational 
and functional aspects of the proposed EDM system. 

2.1 System Overview 

Data exploration and pattern discovery using data mining techniques are beneficial 
for creating new applications and improving existing ones. Many different types of 
algorithms are available for data analysis using data mining techniques. Algorithms 
are chosen for use based on the types of data they will process (i.e., structured or 
unstructured). The educational data, also known as EDM, is utilized with data mining 
techniques in this work. 

The work primarily focused on examining educational data in order to empower 
students, increase teacher productivity, identify student learning patterns, and suggest 
pertinent reading or course materials. The job is separated into three primary compo-
nents as a result. The clustering technique is applied on the student’s previous perfor-
mance records in the first module to identify the group of ineffective, average, and 
productive pupils. These groupings assist us in identifying the pupils’ learning pref-
erences. In the second module, we provide a prediction technique using the perfor-
mance data of the pupils to comprehend their future development and growth. Finally, 
a recommendation model is put into place to identify the student’s learning behavior


