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Geo-environmental hazards like landslides, floods, flash floods, soil erosion, and 
tropical cyclones are extremely destructive natural calamities that result in signifi-
cant harm to both natural landscapes and man-made structures. These natural threats 
pose a serious risk to human lives, properties, and infrastructure. The aftermath of 
such disasters often leads to substantial economic losses and introduces pathogens 
into the environments, fostering the growth of harmful microbes that can cause 
diseases. These combined natural and societal dangers hinder the progress of human 
civilization and sustainability efforts.

The book offers a comprehensive exploration of various aspects of geo-environ-
mental hazards using geospatial techniques and machine learning to promote sus-
tainable development. This volume has considered 17 chapters associated with 
mapping, monitoring, hazard and risk assessment, mitigation strategies, and sus-
tainable development; readers will find a chapter-by-chapter summary helpful in 
navigating the content before delving into it.

Chapter “An Introduction to Artificial Intelligence and Its Applications Towards 
Remote Sensing” serves as an introduction to the discussion on artificial intelli-
gence (AI) applications in remote sensing (RS). It highlights the significant role that 
algorithms have played in remote sensing over recent years. The chapter discusses 
both machine learning and deep learning approaches using satellite imagery for 
remote sensing data. Additionally, it explores how machines can learn autono-
mously through rewards and penalties while also introducing ensemble algorithms 
such as Bagging, Boosting, and Stacking for machine learning purposes. In the 
upcoming chapter (i.e., chapter “GIS and Remote Sensing Application for Vegetation 
Mapping”), an analysis has been conducted to detect and map vegetation cover 
using data from remote sensing images. To achieve this, it is often essential to estab-
lish a classification system for vegetation, either at the community or species level, 
while also considering environmental sustainability. This research presents the 
results of monitoring and mapping plant cover through remote sensing technology. 
Moving forward to chapter “Spatiotemporal Trends of Tropical Cyclones in Bay of 
Bengal Basin, India”, the focus shifts toward examining trends in cyclonic storms, 
including their frequency and intensity in coastal districts and counties within the 
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Bay of Bengal (BoB) basin. This chapter illustrates how changes in cyclonic storms 
distribution offer valuable insights for community adaptation, prioritizing relief 
efforts, and designing effective disaster management plans specific to the BoB basin.

Chapters “Application of Geospatial Technologies and AHP Technique in the 
Identification of Soil Erosion-Prone Zones in the Rift Valley, Southern Ethiopia” to 
“Assessment of Groundwater Potential Using an Integrated Approach of GIS, Fuzzy 
AHP, and Remote Sensing: A Case Study of Madurai City in India” showcase a 
range of modeling techniques and algorithms used in geospatial applications for 
assessing and monitoring geo-environmental hazards with a goal of achieving sus-
tainable development. Additionally, chapter “Application of Geospatial Technologies 
and AHP Technique in the Identification of Soil Erosion-Prone Zones in the Rift 
Valley, Southern Ethiopia” demonstrates the process of identifying areas prone to 
soil erosion using geospatial application and analytical hierarchy process (AHP) to 
ensure sustainable land management. This chapter provides valuable insights for 
decision-makers and policy developers, enabling them to create and execute effec-
tive water and soil conservation plans based on this information. Chapter “Shoreline 
Changes Along Bhitarkanika Sanctuary, North Odisha Coast, India” delves into 
studying shoreline movement by employing Digital Shoreline Analysis System 
(DSAS) modal changes as a tool, whereas chapter “One-Dimensional Shoreline 
Evolution Modeling at Sea Turtle Nesting Ground Near the Rushikulya Estuary, 
Southern Odisha Coast, India” takes on re-evaluating shoreline changes along with 
making predictions using LITDRIFT and LITLINE modules. Those study would be 
immensely valuable to coastal researchers, managers, and stakeholders prior to any 
development operations at the study site. Chapter “Analysis of Sea Surface 
Temperature and Chlorophyll-a Concentration Along the Coastline of the Indian 
Peninsula Using Remote Sensing Data” delves into the examination of how this 
research utilizes remote sensing datasets from MODIS (AQUA and TERRA) to 
quantitatively showcase and monitor water quality indicators like water surface 
temperature and chlorophyll-a. Moving on to chapter “Landslide Susceptibility 
Mapping Through Hyperparameter Optimized Bagging and Boosting Ensembles: 
Case Study of NH-10, West Bengal, India”, it delves into exploring landslide sus-
ceptibility mapping through the application of Hyperparameter Optimized Bagging 
and Boosting Ensembles model with the aid of remote sensing and GIS. The effec-
tiveness of a model in predicting landslide susceptibility heavily relies on selecting 
appropriate predisposing features for slides. The subsequent chapter (i.e., chapter 
“Flash Flood Assessment in Hilly Regions”) focuses on evaluating hazard zones 
prone to flash floods in hilly regions using geospatial tools. This evaluation aims to 
strategically allocate financial resources and other assets where they are most 
needed, thereby aiding in planning efforts that enhance community well-being and 
sustainability. Furthermore, chapter “Mapping Flood Hazard in Marinduque, 
Philippines, Using Maximum Entropy Approach” examines flood hazards mapping 
utilizing a maximum entropy model in Marinduque, the Philippines. This study 
equips local disaster risk reduction officers with crucial insights to formulate effec-
tive plans for managing flooding risks sustainably within the province. Chapter 
“GIS Mapping and Groundwater Quality Assessment Near Solid Waste Dump Site” 
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scrutinizes groundwater quality near solid waste dump sites by leveraging GIS tech-
nology. This analysis provides detailed information regarding different characteris-
tics' distribution patterns within the research area, facilitating easy identification of 
wells for accessing clean water suitable for domestic as well as agricultural pur-
poses and take precautions to protect the site’s resources in the future. The next 
chapter (i.e., chapter “Assessment of Groundwater Potential Using an Integrated 
Approach of GIS, Fuzzy AHP, and Remote Sensing: A Case Study of Madurai City 
in India”) evaluates groundwater potential zones using an integrated approach of 
GIS, Fuzzy AHP, and remote sensing applications. This study is feasible to formu-
late policies for groundwater conservation, perform scientific planning, restrict resi-
dential and industrial usage, and improve groundwater storage by situating the 
groundwater potential zones and its recharge regions.

Chapters “Developing Sustainable Livelihood Index for the Coastal Belt of 
Indian Sundarbans” and “A Geospatial Approach for the Development of Sustainable 
Watershed Management” discuss the importance of sustainable development in 
coastal regions and watershed management, highlighting their significance for 
achieving Sustainable Development Goals (SDGs). Chapter “Developing 
Sustainable Livelihood Index for the Coastal Belt of Indian Sundarbans” focuses on 
creating a Sustainable Livelihood Index (SLI) specifically for the Coastal Belt of 
Indian Sundarbans. This research demonstrates that livelihood sustainability is 
influenced by factors such as reliance on natural resources, financial support from 
the government, family size, and ownership of assets like fisheries and land. 
Additionally, chapter “A Geospatial Approach for the Development of Sustainable 
Watershed Management” explores methods for identifying potential recharge areas 
in watershed regions using geographical information system (GIS) and remote sens-
ing technology. In chapter “An Efficient Image Compression Algorithm Using 
Neural Networks”, a modeling technique involving the 'Convolution neural net-
work' algorithm is utilized to generate high-resolution images through machine 
learning. The subsequent chapter (i.e., chapter “Computer Vision-Based Autonomous 
Underwater Vehicle with Robotic Arm for Garbage Detection and Cleaning”) intro-
duces an autonomous underwater vehicle (AUV) designed to detect and clean gar-
bage using Computer Vision-Based Autonomous Underwater Vehicle with Robotic 
Arm. The final chapter (i.e., chapter “Visual Media Super-Resolution Using Super-
Resolution Generative Adversarial Networks”) presents an application that offers a 
comprehensive solution for converting low-resolution images and videos into high-
resolution formats. The aim is to democratize artificial intelligence (AI) and deep 
machine learning by providing it through an application programming interface 
(API) that seamlessly integrates with web applications for user convenience, so that 
users can experience the benefits of the method of super-resolution using deep 
learning without reinventing the wheel.

We express our gratitude to the diligent authors who have successfully finalized 
their works in a timely manner, contributing to the creation of an enlightening and 
valuable publication. We offer special thanks to reviewers across the world who 
have diligently scrutinized each chapter to uphold the book's high standards. Our 
sincere appreciation goes out to all involved parties for their dedication and 
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readiness to undertake tasks that stretched them beyond their usual scopes of com-
fort. We are confident that this book will serve as a valuable resource for profession-
als in various fields such as Geography, Geology, Geospatial Science, Computer 
Science, Hydrology, Environmental Science, Soil Science, Remote Sensing and 
GIS, Agricultural Science, as well as those involved in geo-environmental hazards 
and management. This book is aimed at researchers, academicians, professionals, 
and policymakers involved in addressing geo-environmental hazards and seeking 
solutions. We eagerly anticipate reuniting with you in the forthcoming edition of our 
publication.

Dehradun, Uttarakhand, India Tanupriya Choudhury
South 24 Parganas, West Bengal, India Bappaditya Koley
South 24 Parganas, West Bengal, India Anindita Nath
Buk-gu, Daegu, Korea (Republic of) Jung-Sup Um
Dehradun, Uttarakhand, India Atul Kumar Patidar
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An Introduction to Artificial Intelligence 
and Its Applications Towards Remote 
Sensing

B. Vijayakumari and V. S. Benitha

1  Introduction

The use of artificial intelligence is becoming increasingly prevalent in the field of 
remote sensing. It can apply to various fields like agriculture, archaeology, business, 
crime, climatic change, ecology, environment, engineering and construction, silvi-
culture, government, hydrology, disasters, military, extractive metallurgy, naviga-
tion, oceanography and weather. It is listed in Fig. 1.

Remote sensing applications can be performed with two major algorithms: 
machine learning and deep learning. Both these techniques are able to mimic the 
human brain. Statistical techniques are utilized in machine learning; a computer 
science subfield that enables computers to learn from data without explicit program-
ming, and it is part of the broader category of artificial intelligence. By using these 
techniques, computers will be enabled to perform actions without the need for 
explicit programming. The success of this lies in selecting the appropriate features 
and constructing the appropriate models that can accomplish the desired tasks. The 
field of machine learning involves the methodical exploration of algorithms and 
systems that enhance their knowledge or performance through experience. Over the 
last 10 years, machine learning has enabled the development of autonomous vehi-
cles, functional speech recognition, powerful web search algorithms, and signifi-
cantly enhanced comprehension of the human genome. Machine learning is so 
dominant today that everyone uses it regularly without knowing it. The concept map 
of machine learning can be summarized as shown in Fig. 2.
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Fig. 1 Application areas of artificial intelligence in remote sensing

Agriculture

• soil moisture analysis
• soil type mapping
• crop condition assessment
• cost and time efficiency

Archaeology

• Dinosaur track prediction
• Unearthing ancient archaeological sites

Business

• Retail sales forecasting
• Real estate investment from a macro perspective
• Sustainable fishing practices

Climate Change

• Forest inventory mapping
• climate change analysis
• Measuring the rise of sea levels

Uncovering habitat 

• Avian migration monitoring
• predict the movement and behavior of animals in their natural habitat
• Mosquito population modeling

Environment

• Monitoring the environment
• Watching biodiversity
• watershed management
• Assessing the environmental change
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Several supervised, unsupervised and ensemble learning methods have been 
adopted for numerous remote sensing applications. It will be discussed later in this 
chapter. On the other hand, deep learning is a branch of machine learning that 
involves a neural network comprising at least three layers, which can enable the 
machine to ‘learn’ from larger data sets. The predictions using deep neural networks 
prove to be better than the single network prediction. Deep learning makes use of 
captured or pre-processed images rather than features as expected in machine learn-
ing. The various deep learning approaches used for remote sensing are shown in 
Fig. 3. The combination of deep learning and machine learning has recently been 
applied to specific tasks such as network analysis, spatial measurement, 

Military

•Spying on enemies
•Aerial reconnaissance
•Aircraft search and rescue operations
•Shallow water submarine detection

Mining

•Extracting mineral deposits
•Surface geology analysis
•Monitoring oil reserves

Navigation

•GPS location determination
• A reference map for cartographic orientation
•Viewing the Earth's surface with web-based mapping tools

Oceanography

•Oil spill detection for marine ecosystem
•Environmental protection from Algae growth
•Monitoring sediment movement into freshwater bodies

Weather

•Wind speed and direction assessment for wind energy generation
•Natural disaster forecasting and early warning.
•Air quality monitoring in the troposphere

Engineering/

Construction

•Telecom network capacity planning
•Automatic irrigation system for water supply

Fig. 1.1 (continued)
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Deep learning approaches 
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Fig. 3 Deep learning approaches for remote sensing

transportation and logistics routing, resource exploration, facility management, 
watershed analysis and site selection, among others.

2  Machine Learning Algorithms

For remote sensing, the more often used methods are linear discriminant analysis 
(LDA), K-nearest neighbour (KNN), decision trees (DT), random forest classifier 
(RFC) and support vector machine (SVM). The linear discriminant analysis as 
shown in Fig. 4 may be either linear or quadratic. Linear LDA involves the utiliza-
tion of a multivariate Gaussian distribution for each class, represented by a shared 
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Fig. 4 LDA representation

Fig. 5 KNN 
representation

covariance matrix. Quadratic LDA applies a multivariate Gaussian distribution to 
each class, with each class being represented by a distinct covariance matrix.

K-NN is a memory-based, non-parametric classification algorithm that utilizes 
the stored information from training data to classify new data points. Hence, it is 
called a lazy algorithm. Based on the K-value and within a circle of K, the distance 
between each data point from its centroid categorizes the data as shown in Fig. 5. 
The K value can be decided by the user based on the application.

Random forest classifier as shown in Fig. 6 is an ensemble learning algorithm 
that produces a combined output of weak decision trees. The optimal decision trees 
are selected based on high information gain, least total error or the least Gini index 
value. It trains a number of decision trees on randomly selected bootstrapped sub-
sets of the training data and features. The final prediction is based on the aggregated 
responses of the individual trees.

Support vector machine is another popular machine learning tool used in remote 
sensing. It could separate the features in higher dimensional space with the hyper-
plane as given in Fig. 7. If the input is non-linear, kernel tricks will be used to cat-
egorize the given data is used. The features close to the margin are called support 
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machine representation

vectors and aid in better prediction. Other features farther away from the margin can 
be even removed as they do not contribute to categorization. Figure 7 represents the 
SVM. The more the features are extracted, the better the expected result will be. In 
sample experimentation specifically for site selection, it is observed that out of all 
these machine learning (ML) methods, support vector machine is found to be a 
superior one since it gives better accuracy of classification even with less number of 
input training pixels. On the other hand, KNN algorithm is simple to implement, but 
performs better with a larger number of training pixels.

3  ML Applications in Remote Sensing

Remote sensing researchers have widely accepted non-parametric supervised 
machine learning algorithms [1–4] presently. Over the past decade, there has been a 
significant advancement in the development of machine learning-based methodolo-
gies for various Earth Science applications, encompassing a range of algorithms 
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such as artificial neural networks (ANN), support vector machines, self-organizing 
maps (SOM) and decision trees. These algorithms have gained widespread accep-
tance within the remote sensing community [5–7]. Among them, the most frequently 
employed machine learning techniques for addressing geoscience problems and 
interpreting remote sensing data are ANN and SVM. For an in-depth review of the 
application of ANN and SVM in geoscience and remote sensing, the work done by 
Lary (2010) provides a comprehensive analysis. In the literature, the analysis of the 
applicability of neuro-computing, fuzzy logic and evolutionary computing in geo-
sciences and oil exploration was done earlier [8]. This review also focuses on the 
successful application of combinations of neural network and fuzzy logic, fuzzy and 
genetic algorithm, genetic and neural-fuzzy-genetic as well in the field. The utiliza-
tion of these hybrid technologies holds great potential for addressing challenges in 
geophysical, geological and reservoir engineering disciplines. One of the examples 
is the estimation of the typhoon rainfall over the ocean using meteorological satel-
lite data [9], checking of reservoir water quality using remote sensing images [10], 
mapping of base-metal deposits [11], image processing for landslide detection [12] 
and soil moisture distribution analysis [25]. Texture and spectral information encod-
ing play a major role in most of these applications.

As SVM is a non-parametric one, it efficiently handles an abundance of data [13, 
14, 16], i.e. it is worth noting that this approach is not affected by issues related to 
the dimensionality of the data. For land cover classification, SVM can be trained on 
labelled remote sensing data to classify different land cover types such as forests, 
urban areas, water bodies and agricultural fields. SVM can effectively handle high- 
dimensional data and nonlinear relationships, making it suitable for remote sensing 
imagery analysis. In object detection, SVM can be used to identify specific objects 
or features within remote sensing images, such as buildings, roads or vehicles. By 
training an SVM model on annotated data, it can learn to detect and classify these 
objects accurately. Image segmentation is another application where SVM can be 
employed in remote sensing. SVM can be used to partition an image into meaning-
ful regions based on spectral or textural characteristics. This can be useful for 
extracting land cover information or identifying specific features within an image. 
Change detection is a crucial task in remote sensing, and SVM can be utilized for 
this purpose as well. By training an SVM model on multi-temporal remote sensing 
data, it can identify areas where significant changes have occurred, such as urban 
expansion, deforestation or land degradation. In remote sensing, SVMs are particu-
larly attractive because of their ability to produce high classification accuracy even 
with small training data sets [17–21]. The applicability of SVM for remote sensing 
data was studied in the existing works [23, 24]. The kernel tricks can be efficiently 
utilized to get accurate results and also have control of the decision boundaries, in 
turn improving performance. Though SVM has its own merits, some of the chal-
lenges faced are the selection of a suitable kernel, optimum kernel parameters and 
the relatively complex mathematics behind the SVM, especially from a non-expert 
user point of view, which restricts the effective cross-disciplinary applications of 
SVMs [16, 23].

Among the various methods of ML, genetic programming (GP) [24] offers a 
flexible and automated approach for solving complex problems in the remote 
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sensing domain. GP is a computational technique that uses principles inspired by 
biological evolution to automatically generate computer programs. In the remote 
sensing domain, GP has been applied for various purposes, including feature selec-
tion, image classification, and data fusion. GP can be used to evolve a set of math-
ematical expressions or decision rules that effectively capture the relevant features 
from remote sensing data. By iteratively evolving and evaluating candidate solu-
tions, GP can identify the most informative features for a given remote sensing task, 
such as land cover classification or change detection. By evolving classification 
algorithms or decision trees, GP can automatically generate models that accurately 
classify remote sensing images into different land cover classes. This can be par-
ticularly useful when dealing with large and complex data sets, as GP can adaptively 
search for optimal solutions. Data fusion is another area where GP has been applied 
in remote sensing. Data fusion involves combining information from multiple sen-
sors or data sources to improve the accuracy and reliability of remote sensing analy-
sis. GP can be used to evolve fusion algorithms that effectively integrate data from 
different sources, such as optical and radar imagery, to enhance the overall informa-
tion content and extract more meaningful insights. In 2010, dos Santos et al. [26] 
explained the general steps involved in the classification process with remote sens-
ing image (RSI) as shown in Fig. 8. The classification is carried out in two steps: 
image description and image classification. Out of the seven steps shown here, steps 
1–3 focus on image content characterization and steps 4–7 describe the image clas-
sification process. GP has been used by dos Santos et al. to identify relevant parti-
tions by combining the similarities provided by descriptors. The results obtained by 
this method are comparable with the existing algorithms.

Random Forest classifier is an ensemble learning normally comes under bagging 
was used in few of the already existing works [15, 27–29] and it suited better for 

Fig. 8 Classification process of dos Santos et al. (2010)
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remote sensing data. It involves forest of trees based on the available data and the 
tree reduction in RFC was done by pruning process. The number of trees and the 
number of randomly selected features have to be initially set for this algorithm. 
RFCs are reported to be less sensitive to the number of trees compared to their fea-
tures [30]. There is a trade-off that exists between these two parameters. Reducing 
the number of features may result in faster computation, but it reduces the correla-
tion between any two trees and the strength of every single tree in the forest and has 
a severe influence on the classification accuracy. The number of features can be set 
larger so that RFC is computationally efficient and does not overfit [31]. Both RFC 
and SVM find their role in remote sensing. The plot shown in Fig. 9 shows the num-
ber of studies released with SVM from 2000 to 2023. Fig. 10 shows the same plot 
with RFC.

SVM and RFC are compared against the availability of data and applica-
tions. SVM is a supervised learning algorithm that aims to find an optimal hyper-
plane that separates different classes of data points. It works by mapping input data 
into a high-dimensional feature space and finding the best decision boundary. SVM 
is known for its ability to handle high-dimensional data and its effectiveness in deal-
ing with complex classification problems. However, SVM can be computationally 
expensive and may not perform well with large data sets.

On the other hand, RFC is an ensemble learning method that combines multiple 
decision trees to make predictions. Each decision tree in the forest independently 
classifies the input data, and the final prediction is determined by majority voting. 
RFC is known for its robustness against overfitting, as it reduces the variance by 
averaging the predictions of multiple trees. It can handle both categorical and con-
tinuous data, and it is generally faster than SVM. When comparing SVM and RFC 
for remote sensing applications, several factors should be considered. SVM is often 
preferred when dealing with high-dimensional data and when the decision boundary 
is not linear. It can handle both classification and regression tasks effectively. RFC, 
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Fig. 10 Number of studies with RFC for remote sensing applications

on the other hand, is suitable for handling large data sets and can provide insights 
into feature importance. It is also less sensitive to outliers and noise in the data. 
Ultimately, the choice between SVM and RFC depends on the specific requirements 
of the remote sensing task at hand, such as the nature of the data, the complexity of 
the classification problem, and the computational resources available. It is recom-
mended to experiment with both algorithms and evaluate their performance using 
appropriate metrics to determine which one is more suitable for a particular remote 
sensing application.

4  Deep Neural Network in Remote Sensing

Deep learning (DL) is now utilized for remote sensing applications by studying and 
analysing the study area by observing its classification accuracy. DL has been 
applied for remote sensing image analysis tasks including image fusion, image reg-
istration, scene classification, object detection, land use and land cover classifica-
tion, segmentation, and object-based image analysis. Convolutional neural network 
is one of the most extensively used deep learning models for multiband remote 
sensing image data [32]. Traditionally, recurrent neural networks (RNNs) have been 
widely used for discrete sequence analysis tasks, such as natural language process-
ing and speech recognition. RNNs are a type of neural network that can process 
sequential data by maintaining an internal memory state. This memory state allows 
the network to capture dependencies and patterns in the sequence. It is well utilized 
for solving complex remote sensing data [33]. Auto encoders (AE) is another DL 
model that is mainly applicable for dimensionality reduction and compression. In 
auto encoders, stacking can be done by combining several AEs. This will produce 
better results for feature representation while handling remote sensing data like 
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spatial, spectral and radiometric resolution of landsat, colour signatures on standard 
false colour composite of earth surface features including healthy vegetation and 
cultivated areas, water bodies, built-up areas and wasteland/rock outcrops [34]. The 
restricted Boltzmann machine is also effectively utilized for analysing land cover 
data. Generative adversarial network (GAN) is another DL model that uses both 
generative and discriminative sections in the structure. GAN is being used to solve 
more computer vision problems and also handle remote sensing data. Lei Ma et al. 
[35, 36] carried out statistical analysis for the applicability of DL for remote sensing 
data. They have analysed a number of research works carried out using different DL 
models and also the specific use like land use land cover classification, object detec-
tion, scene recognition, segmentation, change detection, fusion image registration 
and others as shown in Fig. 11.
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Fig. 12 Hyperspectral image classification using RNN [37]

Fig. 13 PolSAR image classification using CNN [38]

From this analysis, it is observed that for high-resolution images, benchmark 
datasets are available. Whereas for medium- and low-resolution images, a ground 
truth data set has to be created before carrying out the analysis. Deep learning is 
well proven presently for most remote sensing applications. To highlight a few, the 
RNN used for hyperspectral image classification done by Mou et al. [37] is shown 
in Fig. 12.

Zhang et al. studied complex convolutional neural networks for PolSAR image 
classification [38]. By modifying conventional CNN, they were able to get better 
results as shown in Figs. 12 and 13.

5  Conclusion and Future Work

In this chapter, the state of the art in machine learning and deep learning for remote 
sensing has been discussed.

B. Vijayakumari and V. S. Benitha



13

Machine learning finds its own place in analysing remote sensing data for several 
applications as mentioned earlier in this chapter. Both machine learning and deep 
learning are suitable for all remote sensing applications. But, based on data avail-
ability, type of information and abundance of images, one of these may perform 
better. Deep neural networks provide better results than classical approaches using 
hand-crafted features. However, the application of deep learning in the field of 
remote sensing is still in its early stages, and in the coming years, we anticipate 
significant advancements in deep learning techniques, particularly in areas such as 
groundwater prediction. It is observed that benchmark data sets for certain applica-
tions are not available. So, it may be useful to carry out research in those fields too. 
In future, with the availability of plenty of DL models, big remote Sensing problems 
can be solved by using multi-modal, multi-temporal and geo-located data.
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