
Lecture Notes in Electrical Engineering 1157

Pradip Kumar Jain
Yatindra Nath Singh
Ravi Paul Gollapalli
S. P. Singh   Editors

Advances 
in Signal 
Processing and 
Communication 
Engineering
Select Proceedings of ICASPACE 2023



Lecture Notes in Electrical Engineering 

Volume 1157 

Series Editors 

Leopoldo Angrisani, Department of Electrical and Information Technologies Engineering, University of Napoli 
Federico II, Napoli, Italy 
Marco Arteaga, Departament de Control y Robótica, Universidad Nacional Autónoma de México, Coyoacán, Mexico 
Samarjit Chakraborty, Fakultät für Elektrotechnik und Informationstechnik, TU München, München, Germany 
Jiming Chen, Zhejiang University, Hangzhou, Zhejiang, China 
Shanben Chen, School of Materials Science and Engineering, Shanghai Jiao Tong University, Shanghai, China 
Tan Kay Chen, Department of Electrical and Computer Engineering, National University of Singapore, Singapore, 
Singapore 
Rüdiger Dillmann, University of Karlsruhe (TH) IAIM, Karlsruhe, Baden-Württemberg, Germany 
Haibin Duan, Beijing University of Aeronautics and Astronautics, Beijing, China 
Gianluigi Ferrari, Dipartimento di Ingegneria dell’Informazione, Sede Scientifica Università degli Studi di Parma, 
Parma, Italy 
Manuel Ferre, Centre for Automation and Robotics CAR (UPM-CSIC), Universidad Politécnica de Madrid, Madrid, 
Spain 
Faryar Jabbari, Department of Mechanical and Aerospace Engineering, University of California, Irvine, CA, USA 
Limin Jia, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China 
Janusz Kacprzyk, Intelligent Systems Laboratory, Systems Research Institute, Polish Academy of Sciences, Warsaw, 
Poland 
Alaa Khamis, Department of Mechatronics Engineering, German University in Egypt El Tagamoa El Khames, 
New Cairo City, Egypt 
Torsten Kroeger, Intrinsic Innovation, Mountain View, CA, USA 
Yong Li, College of Electrical and Information Engineering, Hunan University, Changsha, Hunan, China 
Qilian Liang, Department of Electrical Engineering, University of Texas at Arlington, Arlington, TX, USA 
Ferran Martín, Departament d’Enginyeria Electrònica, Universitat Autònoma de Barcelona, Bellaterra, Barcelona, 
Spain 
Tan Cher Ming, College of Engineering, Nanyang Technological University, Singapore, Singapore 
Wolfgang Minker, Institute of Information Technology, University of Ulm, Ulm, Germany 
Pradeep Misra, Department of Electrical Engineering, Wright State University, Dayton, OH, USA 
Subhas Mukhopadhyay, School of Engineering, Macquarie University, Sydney, NSW, Australia 
Cun-Zheng Ning, Department of Electrical Engineering, Arizona State University, Tempe, AZ, USA 
Toyoaki Nishida, Department of Intelligence Science and Technology, Kyoto University, Kyoto, Japan 
Luca Oneto, Department of Informatics, Bioengineering, Robotics and Systems Engineering, University of Genova, 
Genova, Italy 
Bijaya Ketan Panigrahi, Department of Electrical Engineering, Indian Institute of Technology Delhi, New Delhi, Delhi, 
India 
Federica Pascucci, Department di Ingegneria, Università degli Studi Roma Tre, Roma, Italy 
Yong Qin, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China 
Gan Woon Seng, School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore, 
Singapore 
Joachim Speidel, Institute of Telecommunications, University of Stuttgart, Stuttgart, Germany 
Germano Veiga, FEUP Campus, INESC Porto, Porto, Portugal 
Haitao Wu, Academy of Opto-electronics, Chinese Academy of Sciences, Haidian District Beijing, China 
Walter Zamboni, Department of Computer Engineering, Electrical Engineering and Applied Mathematics, 
DIEM—Università degli studi di Salerno, Fisciano, Salerno, Italy 
Kay Chen Tan, Department of Computing, Hong Kong Polytechnic University, Kowloon Tong, Hong Kong



The book series Lecture Notes in Electrical Engineering (LNEE) publishes the 
latest developments in Electrical Engineering—quickly, informally and in high 
quality. While original research reported in proceedings and monographs has 
traditionally formed the core of LNEE, we also encourage authors to submit books 
devoted to supporting student education and professional training in the various 
fields and applications areas of electrical engineering. The series cover classical and 
emerging topics concerning:

• Communication Engineering, Information Theory and Networks
• Electronics Engineering and Microelectronics
• Signal, Image and Speech Processing
• Wireless and Mobile Communication
• Circuits and Systems
• Energy Systems, Power Electronics and Electrical Machines
• Electro-optical Engineering
• Instrumentation Engineering
• Avionics Engineering
• Control Systems
• Internet-of-Things and Cybersecurity
• Biomedical Devices, MEMS and NEMS 

For general information about this book series, comments or suggestions, please 
contact leontina.dicecco@springer.com. 

To submit a proposal or request further information, please contact the Publishing 
Editor in your country: 

China 

Jasmine Dou, Editor (jasmine.dou@springer.com) 

India, Japan, Rest of Asia 

Swati Meherishi, Editorial Director (Swati.Meherishi@springer.com) 

Southeast Asia, Australia, New Zealand 

Ramesh Nath Premnath, Editor (ramesh.premnath@springernature.com) 

USA, Canada 

Michael Luby, Senior Editor (michael.luby@springer.com) 

All other Countries 

Leontina Di Cecco, Senior Editor (leontina.dicecco@springer.com) 

** This series is indexed by EI Compendex and Scopus databases. **

mailto:leontina.dicecco@springer.com
mailto:jasmine.dou@springer.com
mailto:Swati.Meherishi@springer.com
mailto:ramesh.premnath@springernature.com
mailto:michael.luby@springer.com
mailto:leontina.dicecco@springer.com


Pradip Kumar Jain · Yatindra Nath Singh · 
Ravi Paul Gollapalli · S. P. Singh 
Editors 

Advances in Signal 
Processing 
and Communication 
Engineering 
Select Proceedings of ICASPACE 2023



Editors 
Pradip Kumar Jain 
National Institute of Technology Patna 
Patna, Bihar, India 

Ravi Paul Gollapalli 
Department of Engineering and Technology 
University of North Alabama 
Florence, SC, USA 

Yatindra Nath Singh 
Department of Electrical Engineering 
Indian Institute of Technology Kanpur 
Kanpur, India 

S. P. Singh 
Department of Electronics 
and Communication Engineering 
Mahatma Gandhi Institute of Technology 
Gandipet, India 

ISSN 1876-1100 ISSN 1876-1119 (electronic) 
Lecture Notes in Electrical Engineering 
ISBN 978-981-97-0561-0 ISBN 978-981-97-0562-7 (eBook) 
https://doi.org/10.1007/978-981-97-0562-7 

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature 
Singapore Pte Ltd. 2024 

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether 
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse 
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and 
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar 
or dissimilar methodology now known or hereafter developed. 
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use. 
The publisher, the authors and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or 
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations. 

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd. 
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, 
Singapore 

Paper in this product is recyclable.

https://doi.org/10.1007/978-981-97-0562-7


Preface 

This book contains the proceedings of papers presented at the 2nd International 
Conference on Advances in Signal Processing and Communication Engineering 
(ICASPACE-23), held in April 2023, at the Department of Electronics and Commu-
nication Engineering, Mahatma Gandhi Institute of Technology, Hyderabad, India. 
The conference invited papers from research scholars, academicians, industry profes-
sionals, and scientists. It provided them with a platform to discuss and put forward 
their ideas and research findings with their peers worldwide. Further, ICASPACE-23 
organized four invited talks delivered by (i) Dr. N. Sudarshan Rao, Professor, Penn 
State Behrend, Erie, USA. (ii) Dr. Yatindra Nath Singh, Professor (HAG), Indian 
Institute of Technology, Kanpur, (iii) Dr. Anupam Sharma, Associate Director, DSP, 
DRDO, Hyderabad, (iv) Dr. Ravi Paul Gollapalli, Associate Professor, University of 
North Alabama, USA. This provided an opportunity for the participants to listen to the 
eminent speakers in the areas of Signal Processing and Communication Engineering. 

ICASPACE-23 received a total of 277 papers; in the areas of Signal Processing, 
Communication, VLSI, IoT, and Machine Learning applications in these areas; across 
four countries. Works submitted to the Conference underwent a rigorous single-blind 
peer review each by three experts (among which two are from external Institutions) 
selected by the Conference Committee. To ensure a quality review process, each 
subject expert was not assigned more than five papers. Subsequently, the authors 
were given an opportunity to incorporate the review comments given by the reviewers. 
After comprehensive verification of technical content, plagiarism, and grammar, the 
Conference Committee recommended 49 papers be published in this proceedings 
book. 

This book covers several theoretical and mathematical approaches that address 
different challenges in Signal, Image, Speech processing, and Communication 
systems. It primarily focuses on effective mathematical methods, algorithms, and 
models that enhance the performance of existing systems. The areas include— 
Advances in signal processing (radar and biomedical), image processing (satellite, 
medical, and general optical images), speech processing (speech signal compression, 
conversion, and audio mixing). Further, the contents of this book address Technical 
and Environmental challenges in 5G technology, strategies for optimal utilization
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vi Preface

of resources to improve the efficacy of the communication systems in terms of 
bandwidth and radiating power, some innovative IoT applications, mathematical, 
theoretical, and algorithmic aspects of Evolutionary computation models that support 
hybrid intelligence in Machine Learning/Deep Learning problems with applications 
focused in signal processing; Exploratory research in electromagnetics, microwave, 
and radar signal processing. 

Through this book, we aim to unify the latest achievements of the authors in 
the research projects and practices across several areas of signal processing and 
communication engineering. We further expect this book will act as a catalyst for 
research in related areas, future collaborations, and international cooperation. 

We would like to express our appreciation and heartfelt thanks to every individual 
who has directly or indirectly contributed toward the content quality improvement 
of this Conference proceedings and consistently assisted us in consolidating and 
bringing the works submitted to the ICASPACE-23 into good shape. 

Patna, India 
Kanpur, India 
Florence, USA 
Hyderabad, India 
July 2023 

Pradip Kumar Jain 
Yatindra Nath Singh 
Ravi Paul Gollapalli 

S. P. Singh
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A Review of Simple Models for the 
Uniformly Distributed RC Network 

Sudarshan R. Nelatury and S. C. Dutta Roy 

Abstract Some simple models for the uniformly distributed RC network by recur-
rent ladder with 1–20 sections are examined by analysis and simulation, with respect 
to the frequency and unit-step responses. The corresponding bandwidths, delay times 
and rise times are tabulated. The latter two parameters are compared with what one 
obtains from Elmore’s definitions and are also included in the Table. Further, the 
rise-time bandwidth products are given in the Table to validate the constancy of 
this parameter and the good approximation obtained from Elmore’s definitions. Two 
other simple models, proposed in the literature are also examined, along with their 
applications, and their relevant parameters are recorded in the Table. Further, the 
open-circuit and the short-circuit input impedance expressions of each model are 
found and plotted for comparing with those of the actual distributed network. 

Keywords Distributed RC network · Recurrent ladder model · Two element 
model · Four element model · Bandwidth · Delay time · Rise time · Elmore’s 
definitions 

1 Introduction 

If the number of sections of a recurrent RC ladder network is increased infinitely, 
then we get a uniformly distributed RC network of finite length, hereinafter referred 
to as the UDRCN. They arise naturally in metallic interconnections between compo-
nents and were considered as parasitics before Kaufman’s paper [ 1] appeared. Since 
then, many workers directed their efforts toward analysis, synthesis, modeling, and 
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Fig. 1 A physical structure of a thin-film distributed RC element 

Fig. 2 Circuit schematic of 
UDRCN. Here.R0 and. C0
account for the resistance 
and capacitance per unit 
length respectively,. l is the 
total length, while. R = Rol

and.C = C0l are the total 
resistance and capacitance 

applications, of uniform as well as nonuniform distributed RC networks (NUDRCN) 
for various useful purposes, like filtering, including band rejection [ 2– 10]. 

It is worth noting that UDRCNs can also be fabricated as a single circuit element 
by semiconductor or thin-film technology [ 9]. In the latter, which is a preferred 
one, a conducting layer (metal film) is first deposited, followed by a dielectric layer 
above it, and then a resistive layer above the latter. Terminals are taken out from 
the conducting layer and two ends of the resistive layer, as shown in Fig. 1. The  
schematic representation of the UDRCN is shown in Fig. 2. 

By appropriately shaping the two upper layers, we get a NUDRCN, which has 
several advantages, like impedance matching and reducing the gain required of an 
active device in oscillator applications [ 9]. 

As will be seen in the next section, the analysis and synthesis of UDRCNs are 
involved because of the occurrence of irrational functions. To simplify matters, simple 
lumped models in terms of recurrent ladder networks are examined, along with the 
ones proposed by Bhattacharyya and Gupta [ 11], and Steenaart [ 12], and the relevant 
parameters are tabulated in Table 1, Sect. 5. All models are also analyzed for their 
open-circuit and short-circuit input impedances, then simulated, and compared with 
that of the actual UDRCN. 

In this paper, only UDRCNs are considered; NUDRCNs are expected to be inves-
tigated in future.
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Table 1 Normalized characteristic features of UDRCN and the various models brought into the 
context for comparison. Bandwidth and rise-time and their product for the first 20 sections of 
recurrent RC ladder network sections are given 

Net/Mod .2π f3dB .TD .τd .TR .τr . f3dBTr . f3dBτr

DRCN 2.43238 0.3786 0.5 0.9010 1.2533 0.3488 0.48518 

RLN(1) 1.00000 0.693 1 2.1975 2.5066 0.34974 0.39893 

RLN(2) 0.37424 2.2245 3 5.8585 6.6319 0.34894 0.39501 

RLN(3) 0.19428 4.5025 6 11.2775 12.7813 0.3487 0.3952 

RLN(4) 0.11848 7.5345 10 18.489 20.972 0.34865 0.39548 

RLN(5) 0.079663 11.323 15 27.5 31.2073 0.34867 0.39567 

RLN(6) 0.057182 15.869 21 38.3115 43.4884 0.34866 0.39578 

RLN(7) 0.043023 21.1715 28 50.9256 57.8157 0.3487 0.39588 

RLN(8) 0.033532 27.232 36 65.3401 74.1894 0.3487 0.39593 

RLN(9) 0.026864 34.0495 45 81.5576 92.6097 0.34871 0.39596 

RLN(10) 0.022004 41.6245 55 99.5766 113.0764 0.34872 0.39599 

RLN(11) 0.018351 49.957 66 119.3971 135.5898 0.34871 0.396 

RLN(12) 0.015537 59.0471 78 141.0196 160.1498 0.34872 0.39602 

RLN(13) 0.013325 68.8946 91 164.4447 186.7564 0.34873 0.39605 

RLN(14) 0.011553 79.4996 105 189.6712 215.4097 0.34875 0.39607 

RLN(15) 0.010111 90.8621 120 216.6992 246.1095 0.34873 0.39606 

RLN(16) 0.0089242 102.9821 136 245.5297 278.8561 0.34873 0.39607 

RLN(17) 0.0079347 115.8596 153 276.1618 313.6492 0.34875 0.39609 

RLN(18) 0.0071005 129.4946 171 308.5958 350.489 0.34874 0.39608 

RLN(19) 0.0063916 143.8871 190 342.8318 389.3755 0.34875 0.39609 

RLN(20) 0.0057837 159.0367 210 378.8699 430.3086 0.34875 0.3961 

BGM 2.3408 0.4020 0.550 0.9886 1.12519 2.31411 2.63385 

The paper is organized as follows. Section 2 deals with the UDRCN, while the 
next Section considers the recurrent ladder network models for. n number of sections, 
where .n = 1, 2, . . . , 20. Elmore’s definitions of delay and rise times [ 13] are also 
included in this Section. Section 4 treats the model of [ 11], while the next Section 
deals with the models of [ 12]. Section 5 presents the data obtained for various mod-
els in Table 1. Section 6 gives the two Steenaart models. The exact transfer function 
(TF) of the UDRCN is irrational and does not explicitly lend itself to known lumped 
equivalents. However, a close approximation thereof to a rational TF helps us to 
build, fabricate, and simulate a given distributed circuit at frequencies scaled for 
our convenience. With this in mind, in Sects. 7 and 8, an attempt is made to obtain 
rational-function approximations of the original TF. We propose TFs inspired by 
rational-function approximations and also using Mittag-Leffler’s expansion encoun-
tered in complex analysis. Equivalent models might be assessed not only in terms 
of magnitude frequency response, but also in terms of impedance characteristics. 
Section 9 considers the open-circuit and short-circuit impedances of the UDRCN
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and its various models. In each case, the expressions are simulated and plotted to 
compare the effectiveness of one or the other model in respect of this aspect. Finally, 
Sect. 11 gives the conclusions. 

2 Analysis of the UDRCN 

The TF of a UDRCN can be adapted from that for the exponentially tapered 
NUDRCN null network, given in [ 7] (Eq. (18)) by putting the taper factor .m = 0. 
The result is 

..H0( j x) = 1

cosh
√

j x
(1) 

where 
.x = ωRC (2) 

is the normalized frequency, and.ω = 2π f is the angular frequency in radians/second, 
. f is the frequency in Hz and .RC is the product of total resistance and the total 
capacitance. 

Before we calculate the frequency response, it is necessary to put (1) in terms of 
the normalized complex frequency variable. s, by replacing. j x by. s, so as to facilitate 
the calculation of the unit-step response and the application of Elmore’s definitions 
[ 13] of the delay and rise times. After introducing. s in (1), we might expand it as the 
reciprocal of a power series as 

.H0(s) = 1

cosh
√
s

(3) 

. = 1

[1 + s/2! + s2/4! + s3/6! + · · · ] (4) 

Elmore’s definitions of delay and rise times for a general TF 

.G(s) = 1 + a1s + a2s2 + · · · + aps p

1 + b1s + b2s2 + · · · + bqsq
(5) 

where.q > p, the coefficients.ai , bi are real, and the denominator of.G(s) is a Hurwitz 
polynomial are as follows: 

.τd = b1 − a1 (6) 

.τr =
√
2π

[
b21 − a21 + 2 (a2 − b2)

]
(7) 

Application of (6) and (7) to Eq.  (4) gives
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.τd = 0.5000 (8) 

.τr = √
π/3 ≈ 1.0233 (9) 

The symbols .τd and .τr will be used throughout the paper for Elmore’s delay and 
rise-time, respectively. To calculate the 3dB-bandwidth, note that 

.

√
j x = √

x/2 + j
√
x/2 (10) 

For convenience, let us denote 

.

√
j x = y + j y (11) 

where .y = √
x/2. From the fact [ 14] 

. cosh[(y + j y] = cosh y cos y + j sinh y sin y (12) 

we can write 

.|H0|2 = 1

cosh2 y cos2 y + sinh2 y sin2 y
(13) 

Using the identity 
. cosh2 y = 1 + sin2 y (14) 

we get 

.|H0|2 = 1

cos2 y + sinh2 y
(15) 

A plot of  .|H0| versus normalized frequency is shown in Fig. 3. To determine the 
3dB-bandwidth, let us put.|H0|2 = 1/2. This leads us to the transcendental equation: 

. cos2 y + sinh2 y = 2 (16) 

Solving this numerically, we get .y = 1.10281082. Substituting .y = √
x/2, we get 

.x = 2.4323834 so that the unnormalized 3dB banwidth is 

. f3dB = 2.4323834

2πRC
(17) 

. = 0.387125842/RC (18) 

The unit-step response .v(t) is obtained by taking the inverse Laplace transform 
.L −1 {H0(s)/s}, and the time-domain expression is given by [ 15]: 

.v(t) = 1 + 4

π

∞∑
n=1

(−1)n

2n − 1
e

−π2(2n−1)2 t
4RC (19)
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Fig. 3 Magnitude frequency 
response of the ideal 
UDRCN obtained from (1) 

Fig. 4 Exact step response 
of an ideal UDRCN obtained 
from (19) 

The result of simulating (19) is shown in Fig. 4. Just as we use  .τd and .τr to denote 
Elmore’s delay and rise times, correspondingly, we choose the symbols .TD and . TR

to denote the actual times measured from simulations throughout the paper. From 
Fig. 4, we read 

.TD = 0.3786 (20) 

.TR = 0.9010 (21)
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3 Models of the UDRCN Based on Recurrent Ladders 

The analysis and synthesis of any DRCNs whether uniform or nonuniform, are 
involved because of the occurrence of irrational functions. To simplify matters, suit-
able lumped models of such networks have been derived by truncation of the recurrent 
ladder shown in Fig. 5, which is the natural model, and one suggested in [ 6]. In this 
paper, we consider such models as prospective lumped substitutes for UDRCNs. The 
case of NUDRCNs is expected to be investigated in the future as mentioned before. 

An .n-section recurrent .RC ladder network shown in Fig. 5 will be referred to 
as .RLN(n). Here the value .R0Δl and .C0Δl are denoted by .R and .C respectively, 
for simplicity and to be consistent with the notation followed by Swamy and Bhat-
tacharyya [ 6]. They found the TF of this network as 

.Hn(s) = cosh
[
1
2 cosh

−1
(
s+2
2

)]

cosh
[
1
2 (2n + 1) cosh−1

(
s+2
2

)] (22) 

In fact, Swamy considered the polynomials proposed by Morgan-Voyce [ 19] in a  
series of papers [ 16– 18], studied their properties and in [ 20] applied them to inves-
tigate recurrent ladders networks. In furtherance of [ 20], let us express (22) in terms  
of the positive powers of . s so that the coefficients are related to the moments of the 
impulse response .hn(t) = L −1Hn(s). Toward this end, we get 

.Hn(s) =
∞∑
k=0

mk
(−s)k

k! (23) 

where the moments are explicitly given by 

.m0 = 1 (24) 

.m1 =
(
1!
2!

)
n(n + 1) (25) 

.m2 =
(
2!
4!

)
n(n + 1)(5n2 + 5n + 2) (26) 

Fig. 5 A lumped model of a distributed RC element
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.m3 =
(
3!
6!

)
n(n + 1)(61n4 + 122n3 + 113n2 + 52n + 12) (27) 

. m4 =
(
4!
8!

)
n(n + 1)

(
1385n6 + 4155n5 + 5967n4

+5009n3 + 2656n2 + 844n + 144

)
(28) 

. m5 =
(

5!
10!

)
n(n + 1)

(
50521n8 + 202084n7 + 392246n6

+469444n5 + 380069n4 + 213496n3 + 82924n2

+20736n + 2880

)
(29) 

. . . . . . . . .  

Additionally, for countably infinite values of . n, we can also represent .Hn(s) as a 
reciprocal of a series of positive powers in . s as: 

.Hn(s) = 1[
1 +

∞∑
k=1

n+1−k P2k sk

(2k)!

] (30) 

where 

.
n+1−k P2k =

n+k∏
r=(n+1−k)

r (31) 

is a particular permutation product operation of.2k consecutive integers. We can view 
the TFs of a few simple cases, say, for .n = 1, 2, . . . , 5, for which the expressions as 
functions of . s appear as: 

.H1(s) = 1

1 + s
(32) 

.H2(s) = 1

1 + 3s + s2
(33) 

.H3(s) = 1

1 + 6s + 5s2 + s3
(34) 

.H4(s) = 1

1 + 10s + 15s2 + 7s3 + s4
(35) 

.H5(s) = 1

1 + 15s + 35s2 + 28s3 + 9s4 + s5
(36) 

The unit-step response of an .n-section .RC ladder is given by [ 20]
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Fig. 6 Magnitude frequency 
responses of.Hn(s) for 
. n = 1, 2, . . . , 20

.v(t) = 1 + 4

2n + 1

n∑
k=1

(−1)k f (ϕk)e
−ψk t/RC (37) 

where 

.ϕk = (2k − 1)π

(2n + 1)
k = 1, 2, . . . , n (38) 

. f (ϕk) = cos2 ϕk/2

2 sinϕk/2
(39) 

.ψk = 4 sin2 ϕk/2 (40) 

Applying (6) and (7), we can express the Elmore’s delay-time and rise-time for an 
.n-section RC ladder characterized by the transfer function in (22) as:  

.τd = 1

2
n(n + 1)RC (41) 

.τr =
√
1

3
πn(n + 1)(n2 + n + 1)RC (42) 

which are also reported by Dutta Roy in [ 21]. The magnitude frequency response 
curves of all the 20 sections are shown in Fig. 6. We might denote them by 
.H1(s), H2(s), . . . , H20(s) Likewise, the step response plots corresponding to each 
of these obtained from (37) are  shown in Fig.  7. The data read from Figs. 6 and 7, 
and the values of .τd and . τr , calculated from (6) and (7) are given in Table 1, along 
with the rise-time bandwidth products.
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Fig. 7 Unit step responses 
of all the recurrent RC ladder 
networks for 
.n = 1, 2, . . . , 20. Time 
instants where the response 
attains 10 and 90% of its 
final values are shown 

4 Bhattacharyya—Gupta Model 

The Bhattacharyya-Gupta model (BGM) [ 11] is shown in Fig. 8, where the presence 
of a negative capacitance should be noted. The authors use two design parameters. m
and . n, whose empirical choice determines the accuracy of the model. 

The open-circuit voltage TF of this network is given by 

.H21 = (1 − nsCR)

(1 + (m − n)sCR)
(43) 

As found in [ 11], the best match to the actual UDRCN occurs for .m = 0.55 and 
.n = 0.1. The unit-step response of BGM can be obtained as 

.v(t) = L −1 [H21(s)/s] =
[
1 − m

m − n
e

−t
m−n

]
u(t) (44) 

Fig. 8 The Bhattacharyya-
Gupta model
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Fig. 9 Magnitude frequency 
response of the 
Bhattacharyya-Gupta model 
compared with that of the 
actual UDRCN 

Fig. 10 Unit step response 
of the Bhattacharyya-Gupta 
model and that of the ideal 
UDRCN 

Using (6) and (7) for the expression in (43), we find that 

.τd = mRC = 0.55RC (45) 

.τr = RC
√
2π(m2 − 2mn) = 1.12519RC (46) 

wherein we took the values of .m = 0.55 and .n = 0.1. 
For ready reference, we give the magnitude frequency response and the time-

domain unit-step response of (43) for the above values of .m and . n, along with the 
actual UDRCN responses in Figs. 9 and 10. We can easily derive an expression for 
the 3dB (relative) frequency by solving .|H21| = 1√

2
as 

.2π f3dB = 1√
m2 − 2mn − n2

= 2.3408 (47)


