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Preface 

Recommendation systems were introduced in the 90’s but have gradually become 
an indispensable tool with the advent of numerous e-commerce companies. Recent 
years have seen a huge jump in the number of such web services, and they rely 
heavily on recommendation systems to gain an advantage over their competitors. 
Recommendation systems gather information about the likes and dislikes of a user 
and use various types of complex algorithms to predict what a user may be interested 
in and send personalized recommendations to users. Brands like Netflix, Amazon, 
Facebook, Spotify, and YouTube collect information about users and try to predict 
user preferences. If a person buys a certain product, then suggestions for similar 
products are sent to the user. If a user likes a particular type of music or movie, then 
it will try to predict and recommend similar types of music or movies to the user. It is 
a very vast and interesting area of research but at present, in this book, we have taken 
some of the most important topics which form the basis of recommender systems, 
along with some case studies and applications and suggestions for future research 
directions. 

This book will be useful to users who are new to the topic and wish to learn it. It 
will also be useful to advanced users who know the theory but want to implement or 
design a system from scratch and can learn from the different types of algorithms. 

This book consists of 12 chapters. 
Chapter 1 is a general introduction of what is the importance of recommender 

systems and an overview of the scope of the book and its audience and the motivation 
behind writing this book. 

Chapter 2 is a general overview of all possible types of algorithms for recommen-
dation systems. 

Chapter 3 discusses two of the most widely used types of recommender algorithms, 
content-based systems and collaborative filtering methods, and their features and 
suitability for implementation. 

Chapter 4 discusses the decomposition of the matrix in clustering. 
Chapter 5 discusses how to learn to rank users based on various factors and how 

to detect profiles of false users, along with the Shilling attack example.

v



vi Preface

Chapter 6 deals with knowledge-based, ensemble-based, and hybrid recommender 
systems. 

Chapter 7 discusses how to deal with the big data associated with recommender 
systems. 

Chapter 8 discusses the existing trust-centric and attack-resistance techniques for 
recommender systems and proposes different ways to improve the performance of 
recommendation systems based on both attack and trust. 

Chapter 9 shows the steps in building a recommendation engine. 
Chapter 10 discusses different types of healthcare recommendation systems, 

challenges, and the scope of improvements. 
Chapter 11 discusses the application of recommender systems to military 

surveillance. 
Chapter 12 discusses the use of recommender systems in different real application 

domains, existing challenges as well as the scopes and ideas of their improvements. 

Ningbo, China 
Bhubaneswar, India 
Bhubaneswar, India 

Pushpendu Kar 
Monideepa Roy 

Sujoy Datta
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Chapter 1 
Introduction to Recommendation 
Systems 

Abstract With the rapid growth of e-commerce, the web has become a very popular 
source of doing business by various companies. Customers also find it a very attractive 
proposition as it saves the time to go outside and shop for what a user needs, as well 
as the fact that users have access to a huge array of choices to buy from. Since it is a 
very tough and competitive market, and companies have realized that people usually 
tend to buy similar types of products or watch similar types of movies, they have 
now resorted to modern technology to make it easier for customers to make their 
choices. This led to the advent of various recommendation algorithms with which 
the companies are now able to predict the choices and personal preferences of their 
customers and accordingly push appropriate suggestions or recommendations for 
products that a person is likely to purchase. With the huge success of recommendation 
systems, they are now widely being adopted by more and more brands and for 
more varieties of applications. This chapter gives an overview of the reasons why 
recommendation systems have become so popular. 

Keywords Recommender algorithms · Product recommendations ·Machine 
learning · Customer choices · Prediction 

1.1 Introduction 

Since consumers today are faced with huge numbers of choices in terms of new 
products or new movies to watch, and less time on their hands, so it’s difficult to 
make the choices of selection of the most relevant options on their own. So, whenever 
a person buys a new product or wants to watch a new movie, he/she prefers to find 
out ratings or recommendations from past users to make their choices faster and 
easier (Abowd et al. 1999). However, even that is time-consuming with the huge 
volumes of data. So, this has led to the emergence of recommendation systems, which 
use algorithms to predict and find the best matches for a person based on various 
parameters. They also form the basis of many machine learning algorithms. In this 
book, we take a look at the different types of algorithms that are used for generating
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2 1 Introduction to Recommendation Systems

accurate predictions for consumers and some applications of recommender systems. 
The rest of the chapter is organized as follows: Sect. 1.2 defines what recommendation 
systems are, Sect. 1.3 discusses who can benefit from recommendation systems, 
Sect. 1.4 discusses how that can help, Sect. 1.5 describes how they work, Sect. 1.6 
describes the evolution of recommender systems, Sect. 1.7 takes the examples of 
some famous brands who have used recommendation systems very successfully, 
Sect. 1.8 describes the scope of the book, Sect. 1.9 gives an overview of the chapters, 
and Sect. 1.10 is the summary. 

1.2 What Are Recommendation Systems? 

As defined in Wikipedia, “A recommender system, or a recommendation system 
(sometimes replacing ‘system’ with a synonym such as a platform or an engine), 
is a subclass of information filtering system that seeks to predict the “rating” or 
“preference” a user would give to an item.” 

So, the basic aim of a recommender system is to provide users with the most 
relevant suggestions for things to buy, places to visit, or movies to watch, based on 
what the user had chosen earlier or what people with similar profiles have chosen. 
Recommender systems (Adamopoulos et al. 2014) predict the choices of the users 
and then suggest the most relevant options. In this present age of competition, there 
is a huge number of choices available to consumers, especially in the e-commerce 
domain. So to gain an edge over other competitors, a retailer or business needs 
to be able to correctly predict user preferences and send appropriate suggestions 
for their products to the consumers. This makes recommendation systems the most 
powerful machine learning technique which is widely used by online retailers to 
gain an edge over the others and increase their profits. So how do they actually work 
and how do they predict the preferences of their users? The data that is required 
for the recommendation systems to make such predictions is obtained from various 
sources. Data is collected explicitly from user ratings that are collected after a person 
has watched a movie or listened to a song or purchased an item, implicitly through 
search engine queries and purchase histories through cookies, or from past knowledge 
about the user or the item. Many sites like Netflix, Facebook, Amazon, Spotify, and 
YouTube use such types of data and implement their algorithms to provide the most 
relevant suggestions to the users. 

1.3 Who Can Benefit from Them? 

Although any business can benefit from implementing recommendation systems, the 
two main factors which determine the extent to which a business can benefit from 
recommendation systems are:
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Breadth of data—If the business has only a few customers, and they behave in 
different ways, then using an automated recommendation system will not be of 
much use to them. It will be much easier to let the employees use their own logic to 
predict the preferences of the individual customers. 

Depth of data—When the business has only one single data point for each of their 
customers, recommendation systems will not have sufficient training data to base 
their predictions on. 

So organizations who can benefit from automated recommendation systems can 
vary from e-commerce, retail and media to banking, telecom and other utilities. There 
are of course many more areas which can benefit from implementing recommenda-
tion systems, but here we describe some of the most popular ones. A more detailed 
discussion of specific brands will be done in the later chapters. 

E-commerce is one of the first areas where recommendation systems were used. 
Because these companies have access to online data of millions of customers, they 
can easily use that data to generate accurate recommendations. 

Retail is another area which can benefit to a great extent from recommendation 
systems. Since retailers have direct access to huge volumes of shopping data therefore 
they have a very good idea of the customers intent and can make accurate predictions. 

Media industry is also one of the first few companies which were the first to 
implement recommendation systems. Almost all news channels use recommendation 
engines. 

Banking is also a very important application where the financial situations and 
past preferences of millions of customer data make a very comprehensive data bank. 

The telecom industry also has a similar dynamics as that of the banking industry 
where the service providers have access to a wide variety of customer data, call 
and usage preferences, and past data of a huge volume of customers. The telecom 
industry has the additional advantage that it has a limited number of products for 
which they need information, to make their predictions on (Fig. 1.1). 

Fig. 1.1 Increasing importance of personalization in the post pandemic market. Source -McKinsey


