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Keynotes



Exploitation of Electronic Medical Records

Ho Tu Bao
Data Science Lab at Vietnam Institute for Advanced Study in Mathematics, Hanoi,

Vietnam
bao@viasm.edu.vn

Abstract Exploitation of electronic medical records (EMR) is a new,
important, but challenging issue in healthcare in every country. It was
started in Vietnam nearly 10 years ago, attracting and requiring much
effort from the ICT community. This talk is about the story of EMR
exploitation in Vietnam. It has been a long road in which our project
has tried to identify the key issues to pursue and to develop the initial
solutions along the way. I also point out that mathematics and informatics
are essential in those solutions.
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Advancing Slope Land Disaster Monitoring and Alert
Systems through Synergistic IoT and AI Integration

Tien-Yin Chou
GIS Research Center, Feng Chia University, Taipei City, Taiwan

jimmy@gis.tw

Abstract The escalating global vulnerabilities to natural disasters driven
by climate change andgeological instabilities haveheightened the suscep-
tibility of numerous nations. This presentation expounds upon the deploy-
ment of a comprehensive Internet of Things (IoT) framework seamlessly
augmented with artificial intelligence (AI) capabilities to revolutionize
slope land disaster monitoring and alerting. Within this framework, an
assortment of sensor devices facilitates real-time data transmission to a
centralized backend infrastructure. Through meticulous integration, an
intelligent decision-making model is synthesized, empowering govern-
mental bodies with a robust foundation for informed monitoring and
dissemination, distinguished by green, yellow, and red alert levels. The
adoption of these sophisticated disaster mitigation technologies adheres
to internationally recognized geospatial standards. The incorporation of
AI-driven disaster prevention systems refines the precision of essential
information conveyance, empowering policy makers to promptly com-
prehend real-time disaster dynamics. This, in turn, facilitates the timely
delivery of preemptive notifications to the populace, consequently miti-
gating the impact of impending disasters. The convergence of AI and IoT
emerges as an indispensable paradigm, meticulously poised to fortify
contemporary disaster management strategies.
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Audio/Speech Information Hiding Based on Human
Auditory Characteristics

Masashi Unoki
School of Information Science, Japan Advanced Institute of Science and Technology,

Ishikawa, Japan
unoki@jaist.ac.jp

Abstract Audio information hiding (AIH) has recently been focused on
as a state-of-the-art technique enabling copyrights to be protected and
defended against attacks and tampering of audio/speech content. This
technique has aimed at embedding codes as watermarks to protect copy-
rights in audio/speech content, which are inaudible to and inseparable
by users, and at detecting embedded codes from watermarked signals.
It has also aimed at verifying whether it can robustly detect embedded
codes fromwatermarked signals (robust or fragile), whether it can blindly
detect embedded codes from watermarked signals (blind or non-blind),
whether it can completely restore watermarked signals to the originals
by removing embedded codes from them (reversible or irreversible), and
whether it can be secure against the publicity of algorithms employed in
public or private methods. AIH methods, therefore, must satisfy some of
the five following requirements to provide a useful and reliable form of
watermarking: (a) inaudibility (inaudible to humans with no sound dis-
tortion caused by the embedded data), (b) robustness (not affected when
subjected to techniques such as data compression and malicious attacks),
(c) blind detectability (high possibility of detecting the embedded data
without using the original or reference signal), (d) confidentiality (secure
and undetectable concealment of embedded data), and (e) reversibility
(removable embedded data from the watermarked signal and/or enable
watermarking to be re-edited). In this talk, historical and typical AIH
methods (including speech information hiding) are introduced and their
drawbacks are pointed out. Then our proposed methods based on human
auditory characteristics (cochlear delay, adaptive phase modulation, sin-
gular spectrum analysis with psychoacoustic model, formant enhance-
ment, spread-spectrum with LP residue) are introduced. In addition, cur-
rent research issues such as speech spoofing and deepfake detection will
also be introduced.
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Research on Intrusion Detection on Host Devices

Ren-Hung Hwang
College of Artificial Intelligence, National Yang Ming Chiao Tung University, Taipei

City, Taiwan
rhhwang@nycu.edu.tw

Abstract As networking applications prevail, network security threats
also become worsen. Although deep learning-based intrusion detection
systems (IDSs) are very promising, there are still unsolved issues: (1)
Most of the IDSs are network-based IDSs; (2) Most of the IDSs are
based on a single data source (mostly are network traffic); (3) Most of
the IDSs do not differentiate different attack stages; (4) Training and
testing data sets used by most of the deep learning-based IDSs are offline
data sets that are from the public domain or collected by researchers
through private experiments. Most IDSs do not consider decentralized
learning by exploring the trust relationship between hosts. Our research
aims to resolve these issues by developing a deep learning host-based
intrusion detection system utilizing multiple data sources. A host-based
IDS can be deployed on a personal computer, an application server, or
a gateway of IoT devices. Compared to a network-based IDS, a host-
based IDS can collect more critical security information, such as system
logs and host statistics. These multiple data sources collected at a host
benefit the intrusion detection process and preserve privacy. This talk
will include three parts. The first part aims to develop a deep learning
host-based intrusion detection system utilizing multiple data sources. It
also aims to detect different stages of network attacks. In the second part,
the trust relationship between hosts is utilized to develop a decentralized
learning mechanism such that unknown attacks can be learned through
decentralized learning. In the last part, semi-supervised mechanisms will
be developed to conduct online learning, which could continuously re-
train the deep-learning-based model to detect new network attacks.
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Abstract. In the field of modern medicine, biomedical informatics is
crucial for enhancing illness detection, management, and treatment. A
strong basis for applications that can enhance people’s health and quality
of life has been established thanks to the convergence of rich medical
data with potent information technology. The detection and diagnosis
of breast cancer is one of the key fields where biomedical data is used
and labeled data plays an important role in supervised learning models.
However, labeling data can costly and time consuming. In the field of
breast cancer, there is a similar problem. So that, an approach will be
proposed for automatic data labeling using active learning to improve
breast cancer prediction by combining least confidence sampling with
fine-tuned MobileNet model called BCPDAL. Experimental research on
a number of fine-tuned deep learning models combined with uncertainty
sampling methods and with the dataset used as BUSI. The results have
shown that proposed approach BCPDAL can achieve 90% accuracy with
only 50% of the labeled data samples in the entire original dataset.

Keywords: Active learning · Breast cancer · Classification ·
Uncertainty sampling · Labelling

1 Introduction

Biomedical informatics [1] has become an important field contributing to the
improvement of diagnosis, treatment and management of diseases in the field of
modern medicine. The combination of rich medical data and powerful informa-
tion technology has created a solid foundation for applications that can improve
people’s health and quality of life. There have been many researches and projects
on biomedical informatics in life such as: Human Genome Project, Medical Image
Analysis, Disease Prediction and Epidemiological Analysis, and so on. One of
the important applications of biomedical information is in the field of breast
cancer detection and diagnosis [2].
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As reported in [3], Breast cancer is one of the most dangerous and common
diseases, especially in women. According to statistics from [4], the number of new
cases was 2,261,419 with the number of deaths being 684,996 in 2020. Because
of that, early detection of breast cancer will make treatment more effective [5].
One of the ways to detect that is based on images such as: x-ray, ultrasound,
etc [6]. From these image data, there have been many studies in building super-
vised machine learning models to detect and diagnose of the disease based on
these breast cancer images [7]. However, the application of supervised machine
learning models [8] requires a labeled dataset. The construction of these labeled
datasets is very expensive in terms of money and time. And much of the current
breast cancer imaging data remains unlabelled. Because of that, in this study, the
authors propose an approach in automatic data labeling based on active learn-
ing [9] to improve breast cancer prediction by using a combination of fine-tune
MobileNet and least confidence sampling. It is called BCPDAL (Breast cancer
prediction based on deep active learning). Experimental research on proposed
approach and other models combined with uncertainty sampling method [10].
The BUSI dataset [11] is used for experiment and the results have shown that
proposed approach will result in 90% accuracy with only 50% of the data in the
entire original dataset. The main contributions of this study include:

– Propose an approach using active learning to the breast cancer prediction
results in case of very rare data. Find good labeling strategy through evalu-
ation and comparison between different strategies.

– Combine active learning with deep learning, find a suitable model, hyperpa-
rameters and fine-tune the deep learning model to help bring the best results
to the problem of data labeling with the data set in use.

This article is divided into 5 sections. The first section is an introduction. The
next section is related works. The third section is the proposed method. The
fourth section is the experiments and final is the conclusion.

2 Related Works

The problem of missing data is one of the most difficult problems in model
training with supervised learning. And the same goes for breast cancer. In our
knowledge, the application of active learning in the automatic labeling problem
to enhance the data and improve the accuracy of the model is very little. The
paper [12] is one of the few studies in this area.

In [12], the authors proposed a method called Reversed Active Learning
(RAL) to train the CNN model in the breast cancer classification problem. CNN
combines with RAL to remove mislabeled data. This study experimented on the
ICIAR 2018 Breast Cancer Dataset (IBCD) with an accuracy of 93.75–96.25%.

Authors in [13] proposed an active learning framework on breast cancer detec-
tion using an ensemble learning. In this framework, the authors have combined
many machine learning models such as: KNN [14], SVM [15], Naive Bayes [16],
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logistic regression [17], random forest [18] and gradient boost [19]. The experi-
ments were performed on the The Cancer Genome Atlas (TCGA) dataset [20].
The results obtained from the association framework are very satisfactory with
an accuracy of 83–98% depending on the classified class.

In [21], a strategy called Batch Active learning by Diverse Gradient Embed-
dings (BADGE) is proposed based on kMeans++ [22]. This method selected
samples based on hallucinated gradients. Since the usage data do not have the
true labels available, this hallucinated gradient should be used. Importantly,
BADGE trades off uncertainty and diversity without requiring any manually
adjusted hyperparameters. While other methods were sometimes successful for
specific batch sizes or structures, BADGE always performs as well or better,
making it a useful choice for active learning problems in the real world.

3 Proposed Approach

Figure 1 depicts BCPDAL to data labeling and improve breast cancer prediction
based on active learning technique [9] for breast cancer imaging data. In which,
the combination between the uncertainty sampling methods [10] with other fine-
tuned deep models in turn to compare with proposed approach. In addition,
the data before being input into the deep learning model will undergo a pre-
processing step to increase the image contrast.

Fig. 1. The proposed approach—BCPDAL.

3.1 Sampling Methods

Uncertainty Sampling [10] is a technique for selecting data samples so that these
data samples make the predictive model the least confident to label the data. The
goal of this technique is to find data samples that can overcome the weaknesses of
the current model. In this paper, three sampling methods will be used includings
least confidence, margin sampling and entropy-based sampling.

Least confidence method [10] is focus on selecting the samples that the
machine learning model has the highest probability of predicting but is not
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confident enough in its predictions. Let L be labeled dataset, U be unlabeled
dataset, D = L ∪ U be all data includings labeled and unlabeled dataset, x be
sample in D, S(x) be least confidence score of sample x, ŷmax be the model’s
highest confidence prediction, and P (ŷargmax|x) be predicted probability of the
class with the highest probability by the model for sample x. The least confidence
score is calculated by formula (1).

SLC(x) = 1 − P (ŷargmax|x) (1)

Formula (2) represents the margin sampling method [10]. In a classification
problem, choosing samples where the model has difficulty distinguishing between
two classes can improve the model’s performance on new data. In which, SM (x)
is margin score, ŷmax is the model’s highest confidence prediction and P (ŷ2|x)
is the predicted probability of the second lowest probability class by the model
for the sample x.

SM (x) = P (ŷargmax|x) − P (ŷ2|x) (2)

The final sampling method used in this paper is entropy-based sampling
[10]. Let SEB(x) be entropy-based score of sample x. The entropy-based score
is calculated according to the formula (3).

SEB(x) = −Σy∈Y P (y|x)log2P (y|x) (3)

3.2 Fine-Tuned Deep Learning Models

To increase the accuracy of feature extraction and classification in deep learning
models, a sufficiently large amount of data is required. However, for diseases such
as breast cancer, the data analyzed is very limited. Transfer learning method is
one of the solutions to overcome this limitation. Fine-tuned pre-train models can
result in higher performance for the problem to be solved.

In this paper, different fine-tuned learning models will be performed to
improve the results for the applied problem. The weights of the pre-train models
still on the ImageNet set are still used in this study. Figure 2 shows an illustration
for the fine-tuned deep learning model.

Fig. 2. An illustration of deep model for improving breast cancer prediction.
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In the proposed fine-tuning model as Fig. 2, following the layers of the pre-
train model is a flatten layer for the purpose of reshape a tensor and dropout
layer to skip some units during training in the model, this helps to reduce the
overfit rate of the model. This is followed by a set of 3 layers includings dense,
batch normalization and dropout that they are repeated 3 times. Final is fully-
connected layer. In this study, the fine-tune techniques will be applied for the
MobileNet model and other models with purpose for comparison in the experi-
mental section.

4 Experiments

4.1 Dataset and Hyperparameters

Breast Ultrasound Images (BUSI) is a dataset that is published in [11]. This
dataset was collected from women aged 25–75 with a total of 600 patients. The
included dataset was classified into 3 classes: 210 images for malignant, 437
images for benign, and 133 images of people without disease. All images are
saved in PNG format with an average size of 500x500. From the original BUSI
dataset, data will be splited into three parts at a ratio of 2.5–77.5-20 consisting
of 2.5% for labeled data and 77.5% for unlabeled data and 20% of data used for
testing. This labeled data will be the first training set for the fine-tuned models
and the unlabeled set to apply the sampling method as described above.

In the experiment, hyperparameters will be used as epoch = 10, 20, 30,
learning rate = 0.1, 0.01, 0.001, hidden unit = [512, 256, 128], [256, 256, 64].
The results will be shown in Sect. 4.2 that collect from best hyperparameter set
includings epoch = 20, learning rate = 0.001, hidden unit = [512, 256, 128], [256,
256, 64].

To train the models and evaluate the proposed method, Python language is
used with two main supporting libraries, tensorflow and keras. The experiment
was carried out on a computer with a configuration including Windows 10 64-bit;
Intel Core i5-12400F CPU @ 2.50 GHz × 12; and 32 GB of RAM, and NVIDIA
GeForce RTX 3060 12 GB VRAM graphics card.

4.2 Evaluate the Experiment Results

The purpose of this experiment is to evaluate BCPDAL and compare with com-
bination between other deep models and strategy sampling in uncertainty sam-
pling.

Figure 3 shows the results of the labeling process with different models using
hidden unit = {[512, 256, 128]}. From above result, BCPDAL just assigning
labels to 340 image data samples (At the 17th step, this equates to 56.6% of the
dataset) can achieve an accuracy of 87%.

Figure 4 shows the results of the labeling process with another hyperpa-
rameter hidden unit = {[256, 256, 64]}. With the least confidence method, the
proposed approach achieves 90% accuracy with only 320 labeled data samples


