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Preface 

The Eight International Conference on “Emerging Research in Computing, Informa-
tion, Communication and Applications,” ERCICA 2023 is an annual event organized 
at the Nitte Meenakshi Institute of Technology (NMIT), Yelahanka, Bengaluru, India, 
in association with Laghu Udyog Bharati (LUB—Karnataka) and technology partner 
National Research Development Corporation, Ministry of Science and Technology, 
Government of India. 

ERCICA aims to provide an interdisciplinary forum for discussion among 
Researchers, Engineers, and Scientists to promote research and exchange of knowl-
edge in computing, information, communications, and related applications. This 
conference will provide a platform for networking of Academicians, Engineers, and 
Scientists and also will encourage the participants to undertake high-end research in 
the above thrust areas. 

ERCICA 2023 received more than 400+ papers from all over the world, viz. 
from China, UK, Africa, Saudi Arabia, and India. The ERCICA Technical Review 
Committee has followed all necessary steps to screen more than 400 papers by going 
through six rounds of quality checks on each paper before selection for Presen-
tation/Publication in Springer, Lecture Notes in Electrical Engineering (LNEE) 
proceedings, is SCOPUS indexed. 

The acceptance ratio is 1:4 

Kalaburagi, India 
Bengaluru, India 
Bengaluru, India 
February 2023 
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v



Contents 

Prediction of Airfoil Efficiency by Artificial Neural Network . . . . . . . . . . . 1 
Chinmayi Siddamsetty, D. Jyothika, Tabindah Saleem, P. Manvitha, 
H. V. Srikanth, and S. Vijay Kumar 

Predicting Holding Days for Equity Gain Using Wavelets . . . . . . . . . . . . . . 15 
Mala Sundaram, Gitapremnath Raja, and Vimal Pant 

Intelligent Camera-Based Eye-Controlled Wheelchair System: 
Raspberry Pi and Advanced Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35 
V. Viswanatha, A. C. Ramachandra, Gowkanapalli Lokeshwar Reddy, 
A. V. Sai Tharun Reddy, Biyyam Pranay Kumar Reddy, 
and Gavvala Bhanu Kiran 

TinyML-Based Human and Animal Movement Detection 
in Agriculture Fields in India . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49 
V. Viswanatha, A. C. Ramachandra, Puneet T. Hegde, Vivek Hegde, 
and Vageesh Sabhahit 

Social Distancing Monitoring for Real-Time Deep Learning 
Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67 
Sunil S. Harakannanavar, R. Pramodhini, A. S. Sudarshan, Atish, 
Rohit Jadhav, and S. Kruthik 

Designing Energy Routing Protocol with Energy Consumption 
Optimization in Cognitive Radio Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 79 
Dileep Reddy Bolla, P. Ramesh Naidu, J. J. Jijesh, T. R. Vinay, 
Satya Srikanth Palle, and Keshavamurthy 

Implementation of the AES Algorithm on FPGA . . . . . . . . . . . . . . . . . . . . . 89 
Bhukya Balaji Naik, Y. M. Sandesh, Naveen Kumar, 
and K. S. Vasundhara Patel 

Security System Using PIR Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101 
K. Ashwitha, B. R. Puneeth, B. Sumithra, and Mohammed Taiyab

vii



viii Contents

A Novel Design and Implementation of Full Adder Circuit Using 
QCA and Qiskit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113 
Suman Mondal, Shruti Gatade, N. Samanvita, and Karthiganesh 

GitHub Users Recommendations Based on Repositories and User 
Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127 
R. Nagaraj, G. R. Ramya, and S. Yougesh Raj 

Social Network Hashtag Analysis for the 75th Year of India’s 
Independence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145 
A. Veeramanohar, A. J. Nishanth, S. Vishvajit, and G. R. Ramya 

A Survey Analysis on Dental Caries Detection from RVG Images 
Using Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161 
P. Nageswari, Piyush Kumar Pareek, A. Suresh Kumar, Pai H. Aditya, 
M. S. Guru Prasad, and Manivel Kandasamy 

IoT-Based Smart Agriculture Monitoring System Using Web 
Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171 
K. S. Shashidhara, M. Aakaash, Aman Kumar, P. Girish, 
B. D. Parameshachari, and Veerendra Dakulagi 

An Analysis of the Effects of the COVID-19 Pandemic on Women’s 
Anxiety and Depression Symptoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185 
K. Jothimani, Vaishali R. Kulkarni, and S. Punitha 

An Exploration of State-of-Art Approaches on Low-Light Image 
Enhancement Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197 
V. S. Anila, G. Nagarajan, and T. Perarasi 

Skin Cancer Detection with Metadata Using Deep Learning 
Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217 
Nagaraju Devarakonda, Manda Venkata Ramana Murthy, 
Racham Reddy Chinmay Reddy, and Pabbathi B. L. Shree Harsha 

Detect and Alleviate DDoS Attacks in Cloud Environment . . . . . . . . . . . . . 235 
Bandi Kulwanth, V. Srinivasarengan, Peddinte Anish, and K. Abirami 

Smart Grading System Using Bi LSTM with Attention Mechanism . . . . 247 
Dnyanada Mahajan, Prachi Channe, Shruti Diwate, Sneha Kharate, 
and Rudragouda Patil 

Analysis and Prediction of Polycystic Ovarian Syndrome Using 
ML Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261 
Lavanya Sanjay, Neha Nayak, Disha Sriram, Ashwini Kodipalli, 
Trupthi Rao, and Shoaib Kamal



Contents ix

Classification of Breast Cancer Using Computational Machine 
Learning Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273 
P. Gagana, Darshan Aladakatti, Ashwini Kodipalli, Trupthi Rao, 
and Shoaib Kamal 

Credit Card Fraud Analysis Using Machine Learning . . . . . . . . . . . . . . . . . 285 
Sree Charitha, Shivani Chowdary, Trupthi Rao, Ashwini Kodipalli, 
Shoaib Kamal, and B. R. Rohini 

Machine Learning Approaches for Stroke Detection and SMOTE 
for Imbalanced Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297 
H. K. Ruchitha, B. S. Sanjana Sharma, Sneha, Trupthi Rao, 
Ashwini Kodipalli, and Shridhar B. Devamane 

Prediction of Cost for Medical Care Insurance by Using Regression 
Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311 
J. Ruth Sandra, Sanjana Joshi, Aditi Ravi, Ashwini Kodipalli, 
Trupthi Rao, and Shoaib Kamal 

Load Frequency Control Using PID and Particle Swarm 
Optimization-ITAE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325 
M Aruna 

Efficacy of Papworth Method to Improve Quality of Life 
and Exercise Tolerance in Asthma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341 
Neha S. Patil and T. Poovishnu Devi 

CNN Approach for Plant Disease Detection—Krishi Snehi . . . . . . . . . . . . 349 
A. Lavanya, N. Ganavi, and M. R. Sowmya 

Lung Cancer Classification and Prediction Based on Statistical 
Feature Selection Method Using Data Mining Techniques . . . . . . . . . . . . . 357 
S. Kavitha, N. H. Prasad, K. Sowmya, 
and Ramavathu Durga Prasad Naik 

Optimal Solution for Distance Detection Using Deep Learning 
Techniques on Embedded Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 369 
Uday Kulkarni, Shashank Hegde, Abhishek Hosamani, 
Vivek P. Marakumbi, Ganesh Vernekar, Akshay R. Shanbhag, 
S. M. Meena, and Sunil V. Guralhosur 

Cloud Data Security Using Hybrid Encryption with Blockchain . . . . . . . 383 
Kalaiselvi Soundappan and Govind Sreekar Shenoy 

A Dataset on Digital Image Forgery Detection . . . . . . . . . . . . . . . . . . . . . . . . 395 
Priyanka Kumari and Kishore Kumar Senapati 

Detection of Pneumonia from Chest X-ray Using Deep Learning . . . . . . . 409 
K. N. Chaithra, Shreyan P. Shetty, P. Raji, Aditya Datta, K. S. Sandeep, 
and Anikait Targolli



x Contents

Image Captioning Using CNN-LSTM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421 
Akshay Joshi, Kartik Kalal, Dhiraj Bhandare, Vaishnavi Patil, 
Uday Kulkarni, and S. M. Meena 

Future Sales Prediction Using Regression and Deep Learning 
Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 435 
Uday Kulkarni, Apoorv Bagal, Sunil V. Gurlahosur, Sumedh Kulkarni, 
Siddhnt Saptasagar, Anant Alias Sudeep Suhas Pingulkar, 
and S. M. Meena 

Rider Face Mask Detection and Alerting Using Machine Learning 
Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453 
V. Laxmi Deepak, C. Vineeth, N. Naga Jayanth, K. Madhan, 
Vani Vasudevan, and B. V. Shruti 

Methods for Improving User Position Accuracy in IRNSS (NavIC) 
Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 465 
Wasim Ahmed Selvakumar G. Abhilasha Barla and Valluri Sarimela 

Specular Reflection Removal Techniques in Cervix Image: 
A Comprehensive Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 479 
Lalasa Mukku and Jyothi Thomas 

An Exploration of State of Art Approaches on Substrate-Integrated 
Waveguide Technology-Based Antennas for Wireless Applications . . . . . 491 
Ramprasad Ravula, G. Nagarajan, and P. Elavarasan 

Daily Platelet Count Prediction in Treating Dengue Patients Using 
Deep Learning Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 509 
S. Ruban, Mohammed Moosa Jabeer, and Sanjeev Rai 

Hybrid Data Science Approaches to Predict the Academic 
Performance of Students . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 521 
Saleem Malik and Saleem Malik 

GAN-Based Image Restoration and Colorization . . . . . . . . . . . . . . . . . . . . . 541 
Aliyah Kabeer, Manali Tanna, K. N. Milinda, 
Mohammed Uzair Rizwan, and Pooja Agarwal 

Novel Adaptive Learning Rate Back Propagation Neural 
Network-Based Online Rotor and Stator Resistance Estimator 
for Sensorless Induction Motor Drives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 557 
M. K. Ajithanjaya Kumar, Rajkiran Ballal, Sanath Saralaya, 
and J. Sathyendra Bhat 

An Efficient KNN Algorithm for the Mental Health Performance 
Assessment Using K-means Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575 
Ravita Chahar, Ashutosh Kumar Dubey, and Sushil Kumar Narang



Contents xi

Classification of Skin Cancer Using Deep Learning . . . . . . . . . . . . . . . . . . . 587 
A. Nagarjun, N. Manju, V. N. Manjunath Aradhya, N. Shruthi, 
and S. Malapriya 

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 595



About the Editors 

N. R. Shetty is the Chancellor of the Central University of Karnataka, Kalaburagi, 
and Chairman of the Review Commission for the State Private University Karnataka. 
He is currently serving as Advisor to the Nitte Meenakshi Institute of Technology 
(NMIT), Bengaluru. He is also the Founder and Vice-President of the International 
Federation of Engineering Education Societies (IFEES), USA. He served as Vice 
Chancellor of Bangalore University for two terms and President of the ISTE, New 
Delhi, for three terms. He was also a Member of the Executive Committee of the 
AICTE and Chairman of its South West Region Committee. 

N. H. Prasad is currently working as Professor and Head of the Department of Master 
of Computer Applications at Nitte Meenakshi Institute of Technology, Bengaluru. 
He completed his Ph.D. at Jawaharlal Nehru University, India. He has more than 18 
years of experience in different roles in both public and private sector enterprises, 
including the Ministry of Human Resource and Development, Government of India. 
He has received the prestigious “Dr. Abdul Kalam Life Time Achievement Award” 
and also received a “Young Faculty” Award at the 2nd Academic Brilliance Awards. 

H. C. Nagaraj obtained his B.E. Degree in Electronics Communication Engineering 
securing first class with distinction from the University of Mysore in 1981. He 
obtained his M.E. in Communication Systems from P. S. G. College of Technology, 
Bharathiar University in 1984 and secured first rank. He received his doctoral degree 
in the area of Biomedical Signal Processing and Instrumentation from the Indian 
Institute of Technology (IIT) Madras in 2000. He assumed charge as Principal of 
Nitte Meenakshi Institute of Technology, Bengaluru, in September 2003, and to 
date, he is serving as Principal. He has about 38 years of experience in teaching, 
research, and administration. He has published a number of papers in national and 
international journals, and conferences and delivered invited talks in the field of 
biomedical signal processing, image processing, mobile communication, etc. He has 
guided several students in their Ph.D. programs.

xiii



Prediction of Airfoil Efficiency 
by Artificial Neural Network 

Chinmayi Siddamsetty, D. Jyothika, Tabindah Saleem, P. Manvitha, 
H. V. Srikanth, and S. Vijay Kumar 

1 Introduction 

It is essential and critical to validate the aerodynamic properties of an airfoil in 
designing the fluid flow application and developing the optimal characteristics in 
this regard. The aerodynamic properties of fluid flow around an airfoil are accu-
rately predicted by using the Reynolds-averaged Navier–Stokes (RANS) equations. 
However, this method has very elevated computational costs and very long progres-
sion intervals. Several researchers from the aviation industry have validated machine 
learning techniques for solving fluid flow problems that are less time-consuming 
and cost-effective. Although recent advances in computational power and efficiency 
have greatly reduced these costs, performing numerical simulations remains a time-
consuming and computationally intensive task for many practical applications. As 
a result, it was necessary to shorten the computational time and cost for solving 
problems related to fluid flow. 

Several studies, namely incompressible, steady-state flows, predict flow fields, and 
aerodynamic force coefficients of airfoils, were used to determine the characteristics 
and performance of the airfoil. 

These diversified classes of neural networks have been consistently used to ascer-
tain the visual imagery that these techniques incorporate deep learning techniques, 
and training can be done by extracting the unique features of an employed convolu-
tion layer. For explicit problems, an ANN model is adopted. When this model is used
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2 C. Siddamsetty et al.

for the same purpose, it assists in identifying solutions that can be easily validated 
(Narendra and Parthasarathy 1990; Hunt et al. 1992). 

Ahmed and Kamal (2022) proposed that the ability of a BPNN model to predict 
the significant aerodynamic features Cl and Cd of airfoils was evaluated. The training 
was carried out for the BPNN model, validated, and tested using aerodynamic 
data obtained through numerical simulations of 440 cases. In summary, the BPNN 
produced promising results for predicting the aerodynamic coefficients of airfoils 
that were contemplated for distinct conditions. Moin and Khan (2021) cited the 
best geometric coordinates which were determined by training and comparing the 
network architecture performance of airfoil. In contrast to CFD analysis, the neural 
network was found to be proficient in capturing aerodynamic properties with sparse 
geometric information. 

Sekar and Khoo (2019) carried out investigations without directly solving the 
Navier–Stokes equations, where CNNs were used to estimate the flow field over an 
airfoil as a role of airfoil geometry, Re, and more. Chen et al. (2020) created a dataset 
of CAI to determine the CL and CD using flow condition convolution. Bhatnagar and 
Afshar (2019) used CNNs to validate velocity and pressure fields. There are reports 
that CNN is used to explain the pressure distribution pattern around the airfoils and 
to predict the nonuniform study laminar flow in the 2D or 3D domain (Hui et al. 
2020; Guo et al. 2016). However, simple ANN architectures have been extensively 
adapted for addressing the problems associated with designing of an inverse airfoil. 
Rai and Madavan designed turbomachinery airfoils utilizing pressure distribution 
(Rai and Madavan 2001) and other design variables (Rai and MAdavan 2000) as  
input to ANNs. Huang et al. (1994) used ANNs to design and evaluate the Eppler 
method, which explains the velocity distribution of the airfoil. 

The authors claimed that the lift coefficients determined by this method are highly 
accurate in contrast to the claim, and it is observed that there was a deviation between 
predicted and actual coefficients. Khurana et al. (2008) used an approach with an 
ANN on PARSEC (a common method for airfoil parameterization) airfoils as a search 
agent in order to optimize their shapes. Various reports reported the possibility of 
using supervised machine learning techniques in the field of aerodynamics (Duru 
et al. 2021). However, in the previous studies, the ANN model was trained for lesser 
cases with less range of AoA and needs further investigations to prove its adaptability. 

In this study, the test cases were increased along with the range of AoA. The 
numerical simulation was performed in CFD. This resulted in the model being more 
accurate in predicting the Cl and Cd for different airfoils. The ANN model was 
trained in MATLAB using a dataset with different operating conditions such as Re 
and AoA as input data and the corresponding CL and CD as output data. The primary 
goal of this research was to develop an ANN architecture capable of predicting the 
most important aerodynamic characteristics Cd and Cl, which were determined for 
different airfoils under various aerodynamic conditions.
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2 Methodology 

2.1 Numerical Simulation 

The numerical simulation was performed in the CFD software package Ansys Fluent 
16.0. The numerical simulations were performed on different airfoil geometries under 
various flow conditions to obtain the coefficient of lift and drag which then could be 
used as a training data set to train and validate the ANN model. The CFD analysis 
on four different NACA series airfoils, i.e., NACA 0012, NACA 0015, NACA 2412, 
and NACA 4415 was carried out. NACA 0012 and NACA 0015 are symmetrical 
airfoils and NACA 2412 and NACA 4415 are asymmetric airfoils that have various 
applications in the field of aeronautics. The simulation was performed for 20 different 
AoAs on each airfoil varying from − 10° to 10°. The Re varied from 0.5 × 106 to 5 
× 106, i.e., the Re used in the simulation was 0.5 × 106, 1  × 106, 1.5  × 106, 2  × 106, 
2.5 × 106, 3  × 106, 3.5  × 106, 4  × 106, 4.5  × 106, and 5 × 106. Each airfoil was 
simulated with each Re at the AoA varying from − 10° to 10° with a 1° increment 
between the cases. The meshing details of selected airfoils are shown in Figs. 1a–d.

Altogether, the CFD analysis of 850 such cases was performed. The K-epsilon 
turbulence model was used which is a general description of turbulence by means of 
PDE. The standard k-epsilon model was used for a much more practical approach 
which helps in minimizing the unknowns and presents a set of equations that could 
be applied to various turbulent applications (Li et al. 2020). The C-type domain 
was used with the boundary conditions given as velocity inlet and pressure outlet at 
the inlet and outlet, respectively. The velocity specification was selected as magni-
tude and direction where magnitude was changed according to the Re. The velocity 
components x and y are changed with respect to the AoA as cosα and sinα. 

When an airfoil is subjected to flow, its streamlined shape enables the flow to split 
between the airfoil’s upper and lower surfaces. The pressure in the upper surface of 
the airfoil decreases as the flow stretches over the curved upper surface, whereas in 
the flat lower section, the flow speed and pressure are constant. At the leading edge 
of the airfoil, the pressure distribution is maximum, whereas at the trailing edge, flow 
separation occurs. The static pressure distribution is predicted using CFD, and the 
contour plots are shown in Figs. 1e–h. The conditions for numerical simulations for 
airfoil flow analysis are mentioned in Table 1.

2.2 Feedforward Backpropagation Neural Network 

A feedforward backpropagation neural network (ANN) is a form of ANN that has 
three layers: the input layer, the hidden layer, and the output layer. The substantial 
number of hidden layers is determined by the nature of the challenge. The number 
of neurons or nodes in the input layer is determined by the quality of the input 
characteristics, and the number of nodes or neurons in the layer that produces output
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Fig. 1 a Meshed airfoil NACA 0012, b meshed airfoil NACA 0015, c meshed airfoil NACA 2412, 
d meshed airfoil NACA 4415, e static pressure plot of NACA 0012, f static pressure plot of NACA 
0015, g static pressure plot of NACA 2412, h static pressure plot of NACA 4415
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Fig. 1 (continued)

is determined by the number of outputs. Weighted connections transmit all processing 
items to the next layer, such as neurons or nodes. The weights of the corresponding 
neurons have been multiplied through the hidden layer’s inputs and aggregated by 
the hidden layer to generate a summed output. The output is then processed using 
the sigmoid, tan-sigmoid, or threshold activation functions (Yuan et al. 2018). This 
type of neural network is used because of its speed of functioning, accuracy, and due 
its ease of implementation. The general architecture of the model used is shown in 
Fig. 2.

The delta rule is known as the WIDROW-HOFF learning rule using a supervised 
learning technique. Our model was trained by the adaption learning function called 
gradient descent (LEARNGDM) which was adopted by the following procedure. 

1. By giving all the random values each weight wij and bj where i = 1 to  n and j = 
1 to  m. 

2. Input and output datasets are fed into the BPNN model, and the output of each 
layer is calculated by the following equation: 

y[lc1] 
j p  = f

(
N1∑
i=1 

w
[l+1] 
i j y[l] 

i p  + b[l+1] 
j

)
. 

3. Error at the output layer is computed by the below formula: 

err[L] 
j p  = f '

(
y[L] 
j p

) (
dp − y[L] 

j p

)
, 

in the ith hidden layer (i = L − 1, L − 2, … 1). 
4. The following equations are used to calculate the bias between the input and 

output layers and changes in weights 

b[l] 
i j  (n + 1) = b[l] 

i (n) + NG.err[l] j p, 

w
[l] 
i j  (n + 1) = w[l] 

i (n) + NG.err[l] j p.y
[i−1] 
j p . 

Error terms are back propagated into the neurons of the previous layer while 
calculating the changes in weights and biases.
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Fig. 2 General block diagram of BPNN

5. Steps 2–5 are repeated till the errors are lesser than the minimum specified error. 
6. The present study involves the usage of the sigmoid activation function and is 

given by the following equation: 

F(x) = 1/
(
1 + e−x

)
. 

2.3 Prediction of Aerodynamic Coefficients 

The block diagram (Fig. 3) depicts the methodology used in this neural network which 
is used as a regression analysis tool to determine airfoil aerodynamic coefficients such 
as coefficient of lift and drag (Li et al. 2019). The dataset used in our model consists 
of 850 cases obtained through CFD analysis in the ANSYS fluent software on four 
different NACA airfoils: NACA 0015, NACA 0012, NACA 2412, and NACA 4415. 
Each of these NACA series was analyzed with ten different Re ranging from 5 * 105 

to 5 * 106 for various AoA ranges.
The dataset contained two input parameters, velocity and AoA, as well as output 

parameters, Cl and Cd 70% of the data in the dataset was used for training the network, 
while 30% was used for testing and validation (Michos et al. 1983). Later, a neural 
network was trained using a backpropagation algorithm such as the Levenberg– 
Marquardt algorithm, and training continued until it reached a stopping criterion, 
which was based on the validation error, i.e., the error should reach a minimum value 
(Yildiz et al. 2415). 

The architecture of the BPNN used consists of two inputs with ten neurons in the 
hidden layer and two outputs as shown in Fig. 4.
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Fig. 3 Flowchart of the steps followed

Fig. 4 Architecture of BPNN model used 

2.4 Performance Evaluation 

The following parameters are used to evaluate the performance of the BPNN model. 

1. RMSE: Lower the value of RMSE, higher the accuracy of the regression of the 
model, and it is calculated by the following formula: 

RMSE =
/
1 

n 

n∑
i=0 

|Pi  − Mi |2 .
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2. Pearson correlation coefficient (R): R-value varies from − 1 to 1; the accuracy of 
the regression model is said to be high if it has R-value near to 1. R I calculated 
by the following formula: 

R =
⎡|||√1 − ∑(Mi − Pi  )2

∑
(
Mi − Mi−

)2 . 

n number of data points in the testing subset. 
Pi predicted values for the ith aerodynamic coefficient. 
Mi mean of all measured values for the aerodynamic coefficients. 

3 Results and Discussions 

The multiple numbers of neurons or nodes that are in the hidden layer are used to 
train the ANN model to get the best RMSE value. The RMSE values associated with 
number of neurons in the hidden layer are summarized in Table 2. Ten number of 
neurons in the hidden layer gave the best RMSE value, i.e., 0.0076318 at 27 epochs. 
It was discovered that the correlation (R) value was close to one for all training, 
validation, and testing cases indicating high accuracy of the predicted value. From 
the table, it may be inferred that changes in the number of neurons affect the RMSE 
value in zig-zag fashion indicating that RMSE value is sensitive to several neurons. 

Figure 5 describes the relationship between the RMSE and neurons in the 
hidden layer. A minimum value of 0.0076318of RMSE with accurate prediction was 
achieved, but there was no continuous trend. As the number of neurons increases, 
RMSE value for neuron 10 has increased, and then, it decreased for neuron 14;

Table 2 Correlation table for different neurons 

No. of 
neurons 

Epochs RMSE * 
10−3 

Corr-coeff. 
for training 

Corr-coeff. 
for validation 

Corr-coeff. 
for testing 

Corr-coeff. 
overall 

10 27 7.6318 0.97557 0.98447 0.98303 0.97812 

14 24 6.5816 0.98402 0.98656 0.93697 0.97815 

18 12 9.553 0.97581 0.97877 0.98238 0.97716 

22 9 5.9927 0.97708 0.98695 0.97691 0.97839 

26 6 9.5672 0.9747 0.98147 0.98265 0.97691 

30 13 9.3398 0.98386 0.98061 0.94836 0.97769 

34 13 10.746 0.98359 0.97696 0.95456 0.97792 

36 5 11.265 0.97838 0.97377 0.99939 0.97757 

40 7 8.5035 0.9727 0.98105 0.97739 0.97503 

44 8 8.4694 0.9768 0.98165 0.9791 0.97809 
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Fig. 5 Neurons in hidden layer versus RMSE 

later for neurons 18 and 22, RMSE value has increased and decreased respectively. 
RMSE value for the networks with neurons 26–36 was seen to increase, whereas 
RMSE value has again decreased with an increase in neurons to 44. 

Figure 6 depicts the relationship between the RMSE value and the network used 
for the training, validation, testing, and prediction. The graph shows that it was 
proportionately high at the beginning of training and moderately decreased as training 
progressed. The RMSE value remained constant after 27 epochs at 0.0076318, and it 
did not decrease further. This performance graph only shows the best-case scenario. 
Compared to testing and validation data, RMSE value in the present study is large 
which may be due to the limited number of training data points in 850 instances.

From Fig. 7, we can conclude that the regression value for training, validation, 
and testing was near one which indicates high accuracy in the predicted values. 
BPNN model was trained and validated using the data which was obtained from the 
historical data. As each of the data points falls on the regressions line, the graphs 
demonstrate an excellent correlation between the target and projected values. In this 
work, the trained BPNN model indicates aerodynamic parameters with excellent 
accuracy and a relatively small number of inaccurate predictions when compared to 
other current models. Because machine learning techniques require a high number 
of data sets, model performance is directly related to data size. Only 850 simulated 
datasets were used to train the BPNN model in this investigation. Because 850 is 
such a small figure, it could indicate a constraint of the model’s performance. To 
improve the model’s dependability, more data from CFD simulations of various 
airfoils under various conditions must be collected. This will allow us to use this 
model to estimate aerodynamic coefficients of lift and drag for undiscovered airfoils 
under varied conditions.
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Fig. 6 Performance plot for the best RMSE case

4 Conclusions 

Validation of the BPNN model was done on basis of its efficiency to predict aerody-
namic parameters. It is evident in Fig. 7 that there is a correlation between predicted 
values and the dataset as R is near to one. This research has contributed to the 
development of a model that can be used to determine the aerodynamic coefficients 
(CL and CD) of any airfoil and evaluate its performance. About 850 instances in 
the dataset obtained from numerical simulations are used to train, test, and validate 
the developed ANN model. Regression plots showed a nearly perfect fit between 
the actual and predicted values. At epoch 27, with ten neurons in the hidden layer, 
the RMSE for the best validation performance obtained was 0.0076318. The model 
supports any Mach number between 0 and 0.7 and any Re between 0.5 × 106 and 
5 × 106. To summarize, the developed ANN model produced promising results in 
efficiently predicting the aerodynamic coefficients of various airfoils.
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Fig. 7 Regression plots for the best RMSE value

Nomenclature 

ANN Artificial neural network 
Re Reynolds number 
M Mach number 
AoA Angle of attack 
Cl Coefficient of lift 
Cd Coefficient of drag 
Cm Coefficient of moment 
BPNN Backpropagation neural network 
RMSE Root Mean Square Error 
PDE Partial Differential Equations
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Predicting Holding Days for Equity Gain 
Using Wavelets 

Mala Sundaram, Gitapremnath Raja, and Vimal Pant 

1 Introduction 

The stock price movements and prediction of future stock values are widely studied 
in various fields including finance, machine learning, and the trading market. This 
research attempts to establish that stock can be bought and sold by finding an 
improved equity gain model at profitable positions. Stock price prediction and 
indices’ movements have been previously investigated by several traders, profes-
sionals, and researchers. Many prediction methods for the stock price have been 
proposed in literature based on various factors such as news and sentiment analysis. 
Since the stock price movements are volatile and non-stationary, i.e., non-stationary 
stock prices do not remain constant over time. Therefore, stock market prediction 
becomes a challenging and difficult task. The stock investor’s interest is the motiva-
tion for this research work. This work signifies stock price movements using national 
stock exchange data in the Indian capital market. Further, this work finds the trading 
interval days using wavelet analysis, which can lead to equity gain in the future. 

1.1 Mathematical Preliminaries on Wavelets 

The proposed work utilizes wavelets for the interval-based stock price and indices’ 
movements. Thus, the mathematical preliminaries on wavelets with their related work 
are presented. This work examines the theoretical foundations of wavelet analysis 
and various stock market researches based on wavelets.
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1.2 Wavelets 

“A wavelet transform is a tool that cuts up data, functions/operators into different 
frequencies, and then studies each frequency component with a resolution matched 
to its scale” (Daubechies 1990). Wavelet refers to a small oscillation with zero mean. 
Wavelet has frequency- and time-localized functions to analyze the signals identi-
fying the abrupt changes accurately. Wavelets exist for a defined duration and come in 
different sizes and shapes. Wavelength analysis is strengthened by the availability of 
a wide range of wavelets. The two main concepts in wavelets are: scaling and shifting. 
The mathematical representation of equivalent frequency is defined in Eq. 1. 

Feq = 
Cf 

Sδt 
, (1) 

where 

Cf Center frequency. 
S Scale factor. 
δt Sampling interval. 

A significant-scale factor results in a stretched wavelet corresponding to low 
frequency. In contrast, a shorter scale factor results in shrinking/compressed wavelets 
correspond to high frequency (use narrow window for better frequency resolution). 
A stretched wavelet helps in capturing slowly varying signals, whereas a compressed 
wavelet captures abrupt changes. Shifting of a wavelet means delaying (or) advancing 
the wavelet’s onset along the length of the signal. The given signal features are 
identified by shifting and scaling the wavelets used for the specified application. The 
scaling and shifting of wavelets are represented in Fig. 1.

1.3 Discrete Wavelet Transform 

Continuous and discrete wavelet transform differs by how the wavelet is shifted and 
scaled. DWT is easy to implement when compared with CWT. The critical application 
of discrete wavelets is denoising and compression of signals. The idea in denoising 
is to keep the most significant coefficients. The DWT requires the signal’s length to 
be dyadic (power of 2) and highly dependent on the origin of the signal analyzed. 
Any signal (S(t)) can be decomposed by a sequence of projections onto a wavelet 
basis, shown in Fig. 2.
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Fig. 1 Wavelet at various scales and translations

Fig. 2 Wavelet decomposition and reconstruction sample
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1.4 Haar Wavelet 

Haar Wavelet is the oldest and simplest of wavelets and captures fluctuations between 
adjacent observations (Huang and Wu 2008; Lahmiri 2013). It resembles a square 
form. The wavelet function, the scaling function of the Haar Wavelet, is given in 
Eq. 2. 

φ(t) −→← 
−→← 

−→← 
−→← 

= 

⎧ 
⎨ 

⎩ 

1 for  0  < t < 1 2 
−1 for  1 

2 < t < 1 
0 otherwise 

⎫ 
⎬ 

⎭ , 

ϕ(t) =
{
1 for  0  ≤ t1 
0 otherwise

}

. (2) 

2 Literature Review 

This part of the work has focused on studies that have examined the wavelets, wavelets 
applications, data mining techniques, machine learning, and deep learning imple-
mentation in various stock market analyses. Multiple studies show the importance 
of wavelets and their applications in varieties of fields. This work mainly focuses on 
wavelets and their applications in stock price and indices’ movements. 

Wavelets were proposed for various applications (Graps 1995; Gencay et al. 2002; 
Lee and Yamamoto 1994; Fama  1991). The wavelets to the analysis of financial data 
and economical data (Ramsey 1999) and wavelets for finding trading interval days 
are also presented (Mala and Saravanan 2018). The wavelet transform (Daubechies 
1990) successfully applied to both time-series financial (Li et al. 2006; Huang and 
Wu 2008; Lai and Huang 2007; Hsieh et al. 2011; Wang et al. 2019, 2011; Huang 
2011; Wang et al. 2011; Kao et al. 2013; Lahmiri et al. 2013; Shah and Debnath 2017) 
and engineering problems (De and Sil 2012; Rikli 2012) because of its simultaneous 
analysis in frequency and time domains. Wavelet decomposes given stock price into 
high- and low-frequency components (Crowley 2005). The wavelets can capture 
stock price discontinuities in high frequency. In low frequency, the wavelet char-
acterizes the stock data’s coarse structure to identify the long-term trends (Lahmiri 
2014). Wavelet analysis can extract the hidden temporal features of the stock price. 
Various factors in the stock market cause stock market instability. The stock market 
is a complex system that takes much information from news to investors, essential 
information to socio-political events, and its behavior produces an output (Novak and 
Veluscek 2015). “Though most of the wavelet applications are in time-series anal-
ysis, only very few focuses on stock market data analysis. Deployed various wavelet 
methods were deployed in stock series with multi-resolution analysis, denoising 
stock price series, characterizing abrupt changes in the stock prices, and detecting 
stock series’s self-similarity” (Lai and Huang 2007). The discrete wavelet transform


