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Preface 

Cognition is emerging as a new and promising methodology with the develop-
ment of cognitive-inspired computing, cognitive-inspired interaction, and systems, 
which have the potential to enable a large class of applications. These applications 
have emerged with great potential to change our lives. However, recent advances 
in artificial intelligence (AI), fog computing, big data, and cognitive computa-
tional theory show that multidisciplinary cognitive-inspired computing still strug-
gles with fundamental, long-standing problems, such as computational models and 
decision-making mechanisms based on the neurobiological processes of the brain, 
cognitive sciences, and psychology. How to enhance human cognitive performance 
with machine learning, common sense, natural language processing, etc., is worth 
exploring. 

The 2nd International Conference on Cognitive-based Information Processing and 
Applications (CIPA 2022) is held in Changzhou, China, from September 22 to 23, 
2022. The conference communicated the theory, technology, and application of arti-
ficial intelligence, including precision mining, intelligent computing, deep learning, 
and all other theories, models, and technologies related to artificial intelligence. 

The purpose of CIPA 2022 is to provide a forum for the presentation and discussion 
of innovative ideas, cutting-edge research results, and novel techniques, methods, and 
applications on all aspects of technology and intelligence in intelligent computing. 

At least two independent experts reviewed each paper. The conference would not 
have been a reality without the contributions of the authors. We sincerely thank all 
the authors for their valuable contributions. We want to express our appreciation 
to all members of the program committee for their valuable efforts in the review 
process that helped us to guarantee the highest quality of the selected papers for the 
conference. 

We want to express our thanks for the strong support of the publication chairs, 
the organizing chairs, the program committee members, and all the volunteers.
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viii Preface

Our special thanks are also due to the editor of Springer, Ramesh Nath Premnath, 
for his assistance throughout the publication process. 

Doha, Qatar 
Changzhou, China 
Haikou, China 

Bernard J. Jansen 
Qingyuan Zhou 

Jun Ye
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Data-Driven Fuzzy Clustering Approach 
in Logistic Regression Model 

Xiaofei Li, Yunying Guo, and Jinrui Wei 

Abstract Logistic regression, as one of the special cases of generalized linear 
model, has important role in multi-disciplinary fields for its powerful interpretability. 
Although there are many similar methods such as linear discriminant analysis, deci-
sion tree, boosting and SVM, we always face a trade-off between more powerful 
interpretability and accurate predictability inevitably. Because the inference and 
prediction are the two main purposes of a model and the latter has been paid so much 
attention, this paper studies the logistic regression and its imperfection mending. It 
is found that there happens to be the non-existence of maximum likelihood estimates 
when there is relatively clearer partition in logistic regression model. Therefore, a 
data-driven fuzzy clustering method has been proposed. Then data sets from UCI 
machine learning repository are employed to evaluate the performance of proposed 
approach. The experiment results indicate that fuzzy clustering logistic regression 
model improves prediction accuracy in comparison with decision tree and linear 
discriminant analysis. At the same time, interpretability of logistic regression has 
been reserved in this model. 

Keywords Data driven · Fuzzy clustering · Logistic regression model 

1 Introduction 

When the response variable is categorical, which is known as classification, many 
techniques are available such as linear discriminant analysis, decision tree, boosting 
and SVM. Among them, logistic regression model has relatively more powerful
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interpretability than others, while its predictive ability may be in the shadow of 
these methods. Because there is always a trade-off between interpretability and 
predictability in modeling, most of these models put more focus on accurate predic-
tion and treat the function as a black box. In fact, the algorithms in data mining and 
statistical learning aim at that to a great extent. However, in many situations, infer-
ence is the object of modeling. We expect to see the relationship between response 
variable and predictor variables, the meaning of the model parameters and attributes’ 
relative importance. 

Maximum likelihood has been used to estimate the model, but it obtains numerical 
solution rather than the closed form generally. And there is a challenge that numer-
ical algorithms could fail to converge. For instance, pattern recognition [1], Logit 
regression [2] and discrete data analysis [3] have encountered the warring message. 
References [4–6] study this problem extensively on the existence of maximum like-
lihood estimates. They give the existence conditions, necessary or sufficient, but did 
not tell us what we should do if the conditions cannot be satisfied. Inspired by these 
studies, clustering method has been employed. And in order to obtain corresponding 
probability, which has been transformed to odds, fuzzy cluster has been proposed. 
Interestingly, we acquire clearer interpretability by the fuzzy method. 

The rest of the paper is organized as follows. In Sect. 2, on account of non-existence 
of maximum likelihood estimates for numerical algorithms failing to converge in 
some cases, data-driven fuzzy clustering approach is proposed for the solution of non-
existence of maximum likelihood estimates. Then a case of non-existence of solution 
has been explored by data-driven fuzzy clustering approach, and some comparison 
with decision tree and linear discriminate analysis has been made in Sect. 3. Finally, 
the conclusion and remarks are drawn in Sect. 4. 

2 Method Introduction 

The issues of existence of maximum likelihood estimates in logistic regression 
models have received considerable attention in the literature [7, 8]. Concerning 
multinomial logistic regression models, reference [9] has proved existence theorems 
under consideration of the possible configurations of data points, which separated 
into three detailed and mutually exclusive categories: complete separation, quasi-
complete separation and overlap. Unfortunately, there does not exist the solution of 
maximum likelihood estimates all the time toward multinomial logistic regression, 
such as the data structure of completely and quasi-completely separated. Unfortu-
nately, there does not exist the solution of maximum likelihood estimates all the time 
toward multinomial logistic regression, such as the data structure of completely and 
quasi-completely separated. 

But what should we do if there is non-existence of maximum likelihood estimates 
in logistic regression model? In these cases, how could we make an interpretive 
estimation the same as this model?
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In the examples below, you could see the warning messages about “fitted prob-
abilities numerically 0 or 1 occurred” or “algorithm did not converge” when we 
use function glm() to run in R. With the help document of this function, where the 
site is http://127.0.0.1:17145/library/stats/html/glm.html, it offers a reference [9]. 
However, there is only with the description of this problem. References lead the 
way in which we investigate the existence conditions and their complex proof of 
maximum likelihood estimates. The reason is obvious, while we find nothing about 
next step. Just giving up for conditions is not satisfied. We will show an alternative 
using fuzzy clustering method. 

Fuzzy clustering is a generalization of cluster [10]. Instead of hard clustering that 
“object x belongs to cluster U”, fuzzy clustering method allows for some ambiguity 
that “object x belongs to cluster U with accuracy 92%”. For, where cluster U = 
{x1, x2, . . . ,  xn} is a finite data set, membership coefficients mxU = m(x) give the 
grade of membership of x in U . mxU = 0 means that x is not included in cluster 
U , and hence, mxU = 1 means that x is fully included (hard partition). The fuzziest 
point lies in mxU = 1/k, where k stands for the number of clusters. So we could 
describe the grade of fuzzy solution from a hard clustering by the normalized Dunn’s 
partition coefficient. 

Fk = 
nΣ 

j=1 

kΣ 

v=1 

m2 
j v 

n 
NFk = 

kFk − 1 
k − 1 

(1) 

If m j v = 1/k, the case of complete fuzzy clustering, Fk takes on its minimal value 
1/k, which yields NFk = 1. For the hard partition, where m j v = 1 or 0, NFk = 0. 

There are not any representative objects in fuzzy clustering method. Instead, it 
attempts to minimize the function. 

kΣ 

v=1 

Σn 
i, j=1 m

r 
i vm

r 
j vd(i, j ) 

2 
Σn 

j=1 m
r 
jv 

, st. m jv ≥ 0, 
kΣ 
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m jv = 1 (2)  

To find the dissimilarities d(i, j ) and the membership coefficients m jv , k = 2 in  
that case and r is the membership exponent. Fuzzy L1 method (r = 1) has some 
advantages over fuzzy L2 (r = 2), for example, more robust to outliers or better 
recognizable of non-spherical clusters. Note that it increases crisper clustering and 
leads to slow convergence when r → 1, while r → ∞  leads to complete fuzzy 
(sometimes even the default r = 2). In that case, a warning message is advised to 
turn down the r. 

To avoid the interference of measurement unit, we take normalization by( 
x j − mean j 

( 
x j 

)) 
/sd j 

( 
x j 

) 
before running a fuzzy clustering, when variables are 

continuous. 

sd 
( 
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) =
[||| 1 
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( 
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( 
x j 

))2 
(3)
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The latter is less sensitive to the outlier. Then Minkowski distances (A gener-
alization of the Euclidean and the Manhattan metric) between the observations 
are computed to construct the dissimilarity matrix. When variables are categor-
ical, simple matching coefficient (also known as M-coefficient or affinity index) 
is employed in computing dissimilarity. 

Now we could transform the membership coefficient m j v to odd m j1/m j0, where 
m j0 = 1 − m j1, then regress the logarithm of odds ln 

( 
m j1/m j0 

) 
on input variables 

ln 
( 
m j1/m j0 

) = xT j β, j = 1, 2, . . . ,  n (4) 

m̂ j1 = ex
T 
j β 

1 + exT j β 
, j = 1, 2, . . . ,  n (5) 

Then it simply assigns an observation j to cluster-1 if m̂ j1 > 0.5, and to cluster-0 
otherwise. 

β̂r = 
∂ ln(odds ) 

∂xr 
= 

∂(odds )/odds 

∂ xr 
r = 1, 2, . . . ,  p (6) 

It gives odds percentage changes in the response to a unit change in xr , ceteris 
paribus. 

3 Experiments 

The banknote data is about genuine and forged banknote images. Features of images 
were extracted by wavelet transform. And variance, skewness and Kurtosis of wavelet 
transformed image were given, also entropy of image. These input variables are all 
continuous. The output variable class is binary, as a function of these quantitative 
variables with 1372 observations. A logistic model obtained warning message like 
“fitted probabilities numerically 0 or 1 occurred”. 

The summary of FCLR is given in Table 1. Adjusted R-squared is 86.02%. F 
statistic is three star significant. Overall error in sample is 2.33%. That is fantastic 
fitting! Decision tree and linear discriminant analysis have been compared to the 
approach we come up with here. These two methods are chosen based on their 
ability of interpretation. That is why boosting is absent. Among these models, DT is 
a little bit worse than LDA and FCLR.

According to the classical theory of statistics, if a model (or a statistic) is “good”, 
it (empirical distribution or model parameters) will converge to the real values at 
different intensity as the number of sample goes infinity. That is also a basic assess-
ment criterion for a model or statistic, saying consistency. The realistic situation, 
however, seldom can reach the level limit of sample size. In fact, it is not necessary 
to reach the infinite perfectly. The point which is not too far away from home is the
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Table 1 Ability of learning and generalization in banknote data 

Var. and error DT LDA FCLR 

Learning ability Intercept – – -0.8436*** 
(0.0222) 

Variance – − 0.8386 0.4124*** 
(0.0062) 

Skewness – − 0.4606 0.2156*** 
(0.0046) 

Kurtosis – − 0.5977 0.2797*** 
(0.0056) 

Entropy – − 0.0047 -0.0127 
(0.0093) 

Error-1 0.0066 0.0000 0.0000 

Error-0 0.0577 0.0420 0.0420 

Error-T 0.0350 0.0233 0.0233 

Generalization Error-5CV-1 0.0213 0 0 

Error-5CV-0 0.0367 0.0431 0.0421 

Error-5CV-T 0.0298 0.0233 0.0233

one we have almost met the view of the end of the road. In these cases, the fitting and 
prediction are consistent. However, in some limited sample size, fitting and predic-
tion are not consistent. Because, when the sample size n is limited and fixed, as the 
model becomes more and more complicated, the degree of fitting (ability within in 
the sample, learning ability) can always be improved constantly (training error is a 
decreasing function of model complexity), but the predictability (ability out of the 
sample, generalization ability) is not necessary (overfitting) and may even worse. 
That is why an excellent fitness model may be “wrong”, while a not much good one 
may be “right”. Data we used is virtually finite, which inevitably leads to sample 
error. Then it brings us to the George Box’s famous statement “all models are wrong 
but some are useful”. Therefore, in case of finite number of samples, the object of 
modeling turns to minimize the test error rather than the training error. But we could 
not compute the test error directly. Because there is not test data most of time, we 
estimate it by two primitive methods. The one is indirect adjustment on the basis 
of the training error, such as adjusted R2, AIC, BIC and Mallow’s Cp. All of them 
introduce punishment for high dimension on the sum of squared residuals. The other 
is direct estimation by cross-validation. But first of all, the data set has been split into 
training set and validation set. Here we use fivefold cross-validation to evaluate the 
generalization. 

Table 1 shows whether to prediction or fitting, FCLR is similar to LDA but slightly 
better than DT as a whole. To check out if FCLR is stable, or not, we plot every fold 
of validation error in Fig. 2. You could see that DT is unstable in Fig. 1. That is why 
DT is called weak learner, while relatively, FCLR and LDA are stable.
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Fig. 1 Line chart of fivefold CV error for banknote data. Cluster-1 recognized error (long dash), 
cluster-0 recognized error (dotted line) and total recognized error (solid line). Left: decision tree 
(orange). Center: linear discriminant analysis (blue). Right: fuzzy clustering approach for logistic 
regression 
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Fig. 2 Decision tree for banknote data 

For accurate approximation, we try to find more explanation. Even sometimes, in 
order to obtain interpretability, we give up some forecast accuracy. It is interesting 
to note that fuzzy brought a further explanation. In FCLR, we can see not only the 
relative importance of explanatory variables, but also the effect of predictors on the 
response variable. Compared with Figs. 1 and 2, we could see that the importance 
of variable obtained by FCLR is consistent with DT: variance, then the skewness 
and Kurtosis and finally the entropy. Now we turn to the interpretation of the model 
parameters. Taking coefficient of variance as example, it means that the odds will 
increase by 41.24% in response to an additional unit of variance holding all other 
variables constant. Or through exponentiation, we get odds multiply 1.51 when vari-
ance increases one unit. In the same way, if entropy is significant, it means that odds 
will decrease 1.27% in response to an additional unit of entropy holding all other
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variables constant. Or through exponentiation, we get odds 98.74% discount when 
entropy increase one unit. 

In aspect of model prediction accuracy, compared with DT, the learning ability 
of the FCLR and LDA model in the training set and the generalization ability of 
the test machine are the most prominent. The FCLR model has stronger explanatory 
power simultaneously. Simulation results show the effectiveness and efficiency of 
the presented data-driven fuzzy clustering algorithm. 

4 Conclusion 

There are two objects in modeling, which are interpretation and prediction. Most of 
the algorithms and their advanced version focus on the latter, while we pay more atten-
tion on the interpretability in this paper. Logistic regress model has been extended 
to the case of non-existence of maximum likelihood estimates based on fuzzy clus-
tering. One reason we use the term “data driven” is that it is flexible to data. The 
experiment results show that FCLR improves prediction accuracy in comparison 
with DT and LDA. At the same time, interpretability of logistic regression has been 
reserved in this model. 
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Digital Storage of Minority Image Based 
on Hadoop Technology 

Xiaodong Wu and Li Fan 

Abstract Hadoop technology is a distributed storage system architecture, which 
has the advantages of high reliability, low cost, and high scalability and can realize 
efficient and reliable distributed storage of massive data. By means of video inheri-
tance, combined with modern media technology, and video communication through 
media such as TV and the Internet, it is possible to expand the influence of minority 
cultures, attract more audiences, and make them better developed. This paper designs 
a digital image storage system for ethnic minorities based on Hadoop technology. 
Based on Hadoop architecture, the conceptual structure and logical structure of digital 
storage are designed. The storage system adopts the Hadoop architecture to meet the 
storage and computing requirements of massive data information and at the same 
time realizes the extended database environment through the SQL Server database. 

Keywords Hadoop technology · Image digitization · Storage system · SQL server 

1 Introduction 

In the era of big data, the amount of information is growing rapidly, resulting in an 
explosive growth in the amount of corporate and personal data. Hadoop is a big data 
distributed processing framework that uses distributed clusters to process massive 
data. Hadoop can use multiple ordinary computers to form a logically storable and 
computational cluster without requiring special infrastructure. Hadoop technology is 
a distributed storage system architecture, which has the advantages of high reliability, 
low cost, and high scalability and can realize efficient and reliable distributed storage 
of massive data. Abroad, Facebook runs Hadoop to store multidimensional data and 
internal logs in clusters to support its data analysis and machine learning. In addition, 
the background processing of website attributes is implemented through Hadoop, and 
Hadoop is used as the engine to promote the transmission of website information In
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