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Preface 

Cognition is emerging as a new and promising methodology with the develop-
ment of cognitive-inspired computing, cognitive-inspired interaction, and systems, 
which have the potential to enable a large class of applications. These applications 
have emerged with great potential to change our lives. However, recent advances 
in artificial intelligence (AI), fog computing, big data, and cognitive computa-
tional theory show that multi-disciplinary cognitive-inspired computing still strug-
gles with fundamental, long-standing problems, such as computational models and 
decision-making mechanisms based on the neurobiological processes of the brain, 
cognitive sciences, and psychology. How to enhance human cognitive performance 
with machine learning, common sense, natural language processing, etc., are worth 
exploring. 

The 2nd International Conference on Cognitive-based Information Processing and 
Applications (CIPA 2022) held in Changzhou, China, from September 22 to 23, 2022. 
The conference communicated the theory, technology, and application of artificial 
intelligence, including precision mining, intelligent computing, deep learning, and 
all other theories, models, and technologies related to artificial intelligence. 

The purpose of CIPA2022 is to provide a forum for the presentation and discussion 
of innovative ideas, cutting-edge research results, and novel techniques, methods, and 
applications on all aspects of technology and intelligence in intelligent computing. 

At least two independent experts reviewed each paper. The conference would not 
have been a reality without the contributions of the authors. We sincerely thank all 
the authors for their valuable contributions. We want to express our appreciation 
to all members of the Program Committee for their valuable efforts in the review 
process that helped us to guarantee the highest quality of the selected papers for the 
conference.
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viii Preface

We want to express our thanks for the strong support of the publication chairs, 
organizing chairs, program committee members, and all volunteers. 

Our special thanks are also due to the editor of Springer, Ramesh Nath Premnath, 
for his assistance throughout the publication process. 

Doha, Qatar 
Changzhou, China 
Haikou, China 

Bernard J. Jansen 
Qingyuan Zhou 

Jun Ye
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Bayesian Classification Algorithm 
in Recognition of Insurance Tax 
Documents 

Meiying Jin 

Abstract With the development of Internet technology and the country’s vigorous 
promotion of the openness and digitization of government information, more and 
more official document information is published on government websites, and the 
construction of a digital government is imminent. The purpose of this paper is to 
study the identification of insurance tax documents based on Bayesian classification 
algorithm. This paper introduces the main structure of the insurance tax document 
classifier and the implemented system modules. Aiming at the limitation of Naive 
Bayes algorithm, the introduction of weighting factor is proposed to improve the 
classification accuracy. At the same time, considering the classification degree of 
domain vocabulary, the characteristic words in the insurance tax official document 
information dictionary will achieve a better and better distinguishing effect, and the 
parameter factor is introduced to increase the proportion. It can be seen from the 
experiment that the average accuracy of the improved weighted Bayesian identifi-
cation is 0.95, and the improved classification algorithm can meet the identification 
needs of insurance tax documents. 

Keywords Bayesian classification · Insurance taxation · Document recognition ·
Data mining 

1 Introduction 

Official documents, short for official documents, are documents with legal authority, 
standard formats used in the management of all social activities of human beings 
and state management [1]. As the most important carrier for expressing the will of 
the state, implementing government documents and regulations, regulating adminis-
trative law enforcement, and transmitting important information, to a certain extent,
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official documents are the continuation and supplement of national government docu-
ments and regulations [2, 3]. At present, the number of corresponding government 
official documents increases exponentially every year. The attributes of personnel, 
organizations, and institutions in all official documents need to be systematically 
analyzed and managed. It is very important to identify and extract corresponding 
objects from official documents, and it needs to be able to machine automatic 
identification and processing, so the entity identification of government documents 
becomes very important, and it plays a basic technical support for later extraction, 
search, correlation comparison, etc., which has great practical significance for social 
management [4, 5]. 

According to its probability model analysis, Bayes’ theorem can well analyze 
and make inferences on text classification [6]. Hashmi provides a comprehensive 
analysis of modern methods utilizing deep neural networks, studying deep learning 
methods for table detection and table structure recognition. Furthermore, it provides 
a comprehensive overview of current state of the art and related challenges for table 
understanding in document images. Leading datasets and their complexity have been 
detailed along with quantitative results. Furthermore, a brief overview of promising 
directions in which table analysis in document images can be further improved is 
briefly outlined [7]. Sombra presents a Bayesian classification algorithm application 
capable of classifying lamb carcasses using two output categories (constructed and 
done). From various parameters collected from animal carcass measurements, two 
classifications were identified: one for construction and one for completion [8]. The 
Bayesian classification algorithm can effectively improve the recognition accuracy 
of the special text of official documents, and will further enhance the construction of 
intelligent government, improve the efficiency of government affairs, and improve 
the image of the government [9]. 

After a thorough analysis of text classification, this paper uses Naive Bayesian 
classification to design and implement an English text classification system. In this 
classification system, the conditional probability table of its feature items under this 
class is established for each class in the training stage, thereby greatly improving 
the speed of text classification in the classification stage. Finally, this paper uses 
the F1 test value and other indicators to evaluate the classification results of the 
classification system. The experiments show that the classification system has high 
recognition accuracy under the experimental data. 

2 Research on Bayesian Classification Algorithm 
in Recognition of Insurance Tax Documents 

2.1 Features of Government Official Documents 

Government documents are usually used as official documents of the government 
and other related departments and have been widely used in the political field of our
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country. As a general official document, it needs to meet the standardized format 
requirements. The specific content involved includes information such as confiden-
tiality period, text number, issuer, urgency, attachment description, release authority, 
and release date [10]. 

The computerization of government documents is an inevitable trend of social 
development: it greatly reduces the workload of government employees by auto-
matically reviewing and creating documents of various official documents and auto-
matically supplementing the information structure [11], and can effectively improve 
the effectiveness of social governance and national management. Recognition of 
government documents is one of the most basic tasks of government information 
automation, event extraction, and relationship extraction, and it can be used as the 
basis for tasks such as event extraction and relationship extraction. The research 
on the identification of government documents is a huge part of the whole system 
[12, 13]. 

2.2 Naive Bayesian Classification Method 

Among the many Bayesian classification methods, the Naive Bayesian classification 
method is fast and accurate in classification, only needs to scan the data once, and has 
strong anti-interference and self-correction capabilities, so it has received more and 
more attention [14]. Naive Bayesian classification method is based on the assumption 
of conditional independence of attribute classes, that is, after a given category node, 
each attribute node representing the text is independent of each other. 

Naive Bayesian classification method has been successfully applied in many clas-
sification fields and engineering practice due to the advantages of simple logic, stable 
algorithm, small time and space overhead, and no preference for specific datasets 
[15, 16]. When the class condition independence assumption holds, Naive Bayes 
classification method is the best classification method compared with other classifi-
cation methods. However, in many practical situations, the Naive assumption of class 
condition independence cannot be established, that is, there is a strong correlation 
between document features, which reduces the classification accuracy of the Naive 
Bayesian classification method. But even so, the Naive Bayes classification method 
can still achieve better classification results under normal circumstances. 

2.3 Eigenvector Weight Calculation 

Feature item extraction refers to selecting the segmented words with information 
representing the content of the article from the word segmentation result set after the 
end of word segmentation. According to the Chinese word segmentation and feature 
extraction described above, the original email content is output as a feature vector, 
which roughly covers all the content of the email. Therefore, it is very important to
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be able to extract the characteristic attributes with representative lines as the word 
segmentation of sample emails [17, 18]. The methods of feature word selection are 
as follows: 

(1) Use mathematical mapping and other methods to simplify the feature data to be 
extracted into fewer representative words; 

(2) Some representative words can be directly extracted from the data to be 
processed, and some irrelevant data can be removed; 

(3) Select some representative words according to experts in different fields; 
(4) Use the relevant mathematical calculation method to select and find some data 

with high data calculation value. This method is more reliable because it is 
calculated through calculation. Because of the reduction of human interference, 
it is especially suitable for text classification and text mining research in the field. 
The most commonly used method for feature word extraction is to calculate the 
score value of all the separated feature words through a calculation function, 
set a threshold value, and select the feature word if the calculated value exceeds 
the threshold value. 

3 Investigation and Research of Bayesian Classification 
Algorithm in Recognition of Insurance Tax Documents 

3.1 Experimental Setup 

The model of the machine used in the experiment is ASUS laptop, the main configu-
ration of the machine is Intel(R) Core(TM) i7-4700HQCPU, the memory is 4G, the 
JAVA programming language is used, and it is completed on the Myeclipse8.6 devel-
opment platform. After preprocessing, text representation, and feature selection, the 
Naive Bayes algorithm is first used to conduct experiments, and then the effect of 
the improved classifier is compared and analyzed. 

For the development of an experiment, it is indispensable to set the evaluation 
index of the evaluation experiment or prediction. This paper uses recall rate, accu-
racy rate, and F1 value, which are the evaluation criteria and reference data that can 
most intuitively reflect the classification results of the data model. It is the result of 
the training model formed according to the training samples in the process of the 
experiment according to the classification principle of the algorithm. These values 
will fluctuate because the dataset is single, the training is insufficient, or the detec-
tion environment used by the classification model is not suitable, but they can still 
intuitively reflect the results of experiments and the predictions of multi-sample 
classification models.
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3.2 Corpus Construction 

The experiment used in this paper is a corpus of 2000 government official documents 
in a province. They are insurance tax documents, and non-insurance tax documents, 
of which 1051 are insurance tax documents and 949 non-insurance tax documents. 
In this paper, the dataset is divided into training set and test set according to the ratio 
of 8:2. After the division, the text data of the training set is 1600, including 840 texts 
of insurance tax documents and 760 texts of non-insurance tax documents; the text 
data of the test set are 400 articles. There are 400 articles, of which 211 are insured 
tax official documents and 189 are non-insured tax official documents. 

3.3 Introduction of Weighting Factor 

We introduce the parameter to represent the degree of discrimination of the category, 
and is defined as follows: 

αt = TF
(
wt |C j

)

TF(wt |C) + 0.1 
(1) 

In the formula, TF
(
wt |C j

)
represents the total number of occurrences of the 

feature word wt in all sample documents in the Cj class, and TF(wt |C) represents 
the total number of occurrences of the feature word wt in all categories. 

Adding at as a weighting factor to the Bayesian formula, the classification function 
can be obtained as: 

arg max αt P
(
C j

) n∏

t=1 
P

(
wt |C j

)

Ci ∈ C 
(2) 

where P(Cj) is the probability of belonging to class Cj in the training text set, and 
P

(
wt |C j

)
is the probability that the classifier expects the word wt to appear in 

documents of class Cj.
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4 Analysis and Research of Bayesian Classification 
Algorithm in Recognition of Insurance Tax Documents 

4.1 Implementation of Naive Bayes Algorithm 

After the data preparation stage before the experiment, the next step is to construct 
the Naive Bayesian classification model and the verification of the samples to be 
tested. The operation process is shown in Fig. 1. 

Start 

Data collection 

Prepare data 

Analyze data 

Training data model 

Test algorithm 

Classification model sample classification 

Whether it is an insurance tax document 

Insurance tax documents Non-insured tax documents 

End 

Y N 

Fig. 1 Naive Bayes model construction process
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Table 1 Comparison of 
experimental results 

Experimental algorithm Accuracy Recall F1 value  

Naive Bayes 0.89 0.92 0.84 

Weighted Naive Bayes 0.95 0.98 0.92 

Based on the independent feature attributes of Naive Bayes, the experimental 
logic of the Naive Bayes classification model is clear. In the process of sample 
verification, first collect data, read the preprocessed sample dataset, then divide the 
data content into word vectors, train the classification model, integrate data features, 
and build a feature vector model database, and then, the obtained data model is used 
to detect the test data to realize the feature conversion of the data samples. Finally, 
the classification prediction evaluation index of the dataset is set, and the whole 
Naive Bayesian classification model is completed, and the experimental verification 
is carried out on the verified samples. 

Based on multiple test experiments, the drawbacks of insufficient data samples 
are gradually revealed. Without a strong dataset as the support for building a training 
model, the data model cannot be fully trained, and many classifiers will appear in the 
sample classification stage. The database cannot identify the feature vector, so that 
the classifier has not been able to achieve high accuracy in the sample classification 
experiment and also greatly reduces the classification timeliness. This paper conducts 
an improved weighted Naive Bayes classifier experiment. 

4.2 Analysis of the Improved Classifier Effect 

The test results of the improved weighted Naive Bayes algorithm are given in Table 1. 
According to the comparison data in Table 1 and Fig. 2, the improved Bayesian 

classifier is superior to the Naive Bayesian classifier in terms of accuracy, recall, 
and test value. The average accuracy of the improved weighted Bayesian classifier 
has reached 0.95, the recall rate has reached 0.98, and the F1 test value has reached 
0.92, which are greatly improved compared to the original, as shown in Fig. 2. This  
is because some words appear frequently in texts of various categories, and it is 
difficult to judge which category they belong to by this word. The introduction of 
the at parameter reduces the degree of discrimination, thereby improving the degree 
of discrimination of low-frequency words, which better reflects the discriminative 
effect of vocabulary.

5 Conclusions 

At present, my country’s insurance is still in its infancy, and there are very few tax 
policies specifically for insurance. It is particularly important to establish a special
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Fig. 2 Analysis of experimental results

document recognition system for the special text of official documents. In this paper, 
an experimental corpus of insurance tax documents is constructed, and combined 
with the characteristics of insurance tax documents, a Naive Bayesian classification 
algorithm and an improved Naive weighted Bayesian algorithm are used to design 
a text classifier for insurance tax documents, which has good results. However, the 
processing speed of the classifier still needs to be improved; the vocabulary of the 
dictionary set is not rich enough and needs to be continuously increased; the number 
of corpora is insufficient and needs to be continuously expanded. Due to the limited 
time, the effect of text length on classification was not involved in the experiment 
process, so the text length can be considered as an experimental factor; in order to 
achieve higher accuracy, the insurance tax official text library can be introduced; the 
semantic relationship between them is realized, and the second dimension reduction 
based on the ontology library is realized. 
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