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Many people know that it is possible to intercept and modify data if an application does
not protect it when travels on an untrusted network, and the application then becomes
a disaster when it comes to security. In this book, we offer an alternative to encrypt and
decrypt messages using objects called integer and fractional-order estimators or observers,
by means of security codes. We establish a class of observers capable of carrying out this
work, by means of security codes where finally, since an observer is nothing more than
a mathematical model represented through nonlinear differential equations that can be
of integer or fractional type that serve as means to send messages either of the plain-
text type or of the image type whose key or security code to encrypt or decrypt is
nothing more than a set of initial conditions where it makes sense to speak of this means
of transporting the message either plain-text or image for specific attacks for chaotic
cryptosystems of the stream cipher type. In this book, we mention the type of observers to
treat either the integer or fractional order type and their main characteristics. We discuss
an important property of some systems such as Liouville systems that is very important
for the encryption and decryption of messages in integer and fractional order nonlinear
systems by using the synchronization property of chaotic systems where we address some
logistic maps such as Mandelbrot sets including Julia and fractal sets taking advantage of
their characteristics to encrypt or recover messages. We discuss some issues about stream
and block ciphers and some state observers. Various types of observers are proposed for
nonlinear systems of integer and fractional order from the simplest (Luenberger Observer)
to the most sophisticated such as the Supertwisting Observer for message receivers as well
as their vulnerability to attacks. Observers of the exponential polynomial type are proposed
together with the property of the Liouville type. We also propose the usefulness of robust
fractional systems of sliding modes with Liouville characteristics as means of transmission
and reception of plain-text and image messages. Of all the alternatives for encryption
and decryption of messages shown here, a vulnerability analysis to cryptographic attacks
(cryptoanalysis) is made, this is a security analysis, an important topic on the subject of
secure communications. The book is self-contained, that is to say, the necessary tools
to address the issues such as fractional calculus are given in the same book and several
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viii Preface

examples are presented. Moreover, this book includes exercises that are left to the reader.
The book is directed to an audience such as professionals in the areas of mathematics,
physics and engineering and researchers in general and related areas with a minimum
of knowledge in higher mathematics. However, it also contains advanced research topics
for people interested in encryption and decryption, observers, synchronization and secure
communications areas. The book is organized as follows. In Chap. 1, a brief overview
of the main topics covered is presented giving an introduction to the state of the art on
encryption and decryption algorithms, synchronization of chaotic systems, security keys or
codes, security analysis such as cryptographic attacks, linear and differential cryptanalysis,
in addition to specific attacks for chaotic cryptosystems of type stream cipher. In Chap. 2,
some definitions are given about the Lyapunov exponents, stability, and state observers;
also fractals and synchronization are briefly introduced. Chapter 3 shows the stream and
block ciphers and observers, binary representations as well as some conversions from
binary to decimal and vice versa, representations of plain text and images in integer bits
and ciphers with generalized synchronization. Chapter 4 deals with the study of Liouville
systems and cryptography, and a supertwisting observer is addressed as a receiver as
well as its vulnerability to cryptanalysis. Chapter 5 presents some basic concepts of state
observers, the exponential polynomial observer is used as a receptor, and the receptors are
based on properties related to Liouville systems. Chapter 6 shows some basic elements
of fractional calculus and some observers. Chapter 7 deals with the implementation of
systems with the property of Liouville and fractional order systems used for the encryption
and decryption of plain-text and image messages. In Chap. 8, we present robust fractional
order state observers as means of encryption and decryption, presenting a security analysis
and situations that lead to decryption failures. Finally, in Chap. 9, a new topic is described
in secure communications, and we present encryption and decryption algorithms by using
state observers that are represented by means of fractional-order chaotic systems with the
Atangana-Baleunu fractional derivative. Additionally, the reader will find throughout this
material some exercises to strengthen the knowledge acquired.

Mexico City, Mexico Rafael Martinez-Guerra
Juan Javier Montesinos-Garcia
Juan Pablo Flores-Flores
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Abstract

In this chapter we give an overview of cryptography and cryptanalysis where basic
concepts and definitions are given, also the relation of cryptography to chaotic systems
synchronization is addressed.

1.1 Chaotic System Synchronization and Encryption Algorithms

Chaotic systems synchronization was introduced in [1]. There is proposed a methodology
such that a chaotic system called slave, follows the state trajectories of a second chaotic
system called master. This, by means of a coupling signal. Subsequently, numerous
proposals have emerged to achieve the same goal, such as complete synchronization,
generalized synchronization, impulsive synchronization, phase synchronization, delay
synchronization, etc. As a result, multiple applications of chaotic systems synchronization
have been found. One of the most important is secure communications [2-9], which is the
main topic of this book.

Most encryption algorithms based on chaotic systems can be classified into one of the
following kinds of encryption:

*  Chaotic masking: It consists of adding the signal message on the output of a chaotic
system.

*  Chaos shift keying (CSK): It consists of transmitting a message as variations of a
given parameter of the chaotic system. It usually requires converting the message to
its binary equivalent, therefore, in this scheme 1 corresponds to a specific parameter
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2 1 Introduction

value and O to another. As a result, changes occur in the behavior of the chaotic system
attractor.

*  Chaotic modulation: Here, the message changes the value of some parameter of the
chaotic system.

These are the best known methods that consist in encrypting messages with chaotic
systems and then recovering them by means of a synchronization. A more extensive
explanation of these encryption algorithms, based on chaotic systems is given below.

1.1.1 Encryption Through Chaotic Systems

There exist two basic types of chaotic cryptosystems: analog and digital. The former
are mainly based on the synchronization of chaotic systems, the second ones, can be
independent of synchronization and are completely digital. The implementation of an
analog encryption algorithm requires the circuits responsible of generating chaos to be
described in sufficient detail, such as the explicit form of the differential equation of the
system and parameters that generate chaotic behavior. Meanwhile, for digital systems,
precision, arithmetic (floating or fixed point), hardware configuration, among others, must
be given.

In general, encryption algorithms are typically divided into two kinds: symmetric key
and asymmetric key. The former uses the same key to encrypt and decrypt information, as
a consequence these are extremely fast and useful to handle large volumes of data at high
speed. This kind of algorithms are divided into two classes:

* Stream cipher: These generate a pseudo-random stream of symbols (keystream) by
means of a public deterministic algorithm, which is governed by a secret key. Thus,
the message is combined with the keystream, usually with a two-module sum or with
a bitwise XOR. Among the most common stream ciphers we have: A5/ 1, A5 /2, EO.
RC4, SEAL, etc.

* Block encryption: These encrypt the original message by clustering its elements
in blocks of two or more, so that each encrypted block is of the same size. These
algorithms usually consist of an initial transformation, a cryptographic function
iterated certain number of times and a final transformation. Then, the key is expanded
using some algorithm so that enough key elements are obtained for each round of
encryption. The most popular algorithms of this kind are: AES, DES, RCS5, etc.

Symmetric key algorithms generally have keys between 128 and 256 bits. On the other
hand, asymmetric key algorithms use two keys for the encryption and decryption process.
Usually one of the keys is public and the other private. When encrypting, both keys are
used and to decrypt only the private key is necessary. These algorithms are generally slow
as require complex operations with large integers, so they are used to encrypt small data
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packets such as digital signatures, secret key agreements, etc. The most common public
key algorithm is RSA and its keys usually require between 1024 and 4096 bits [10].

The key is fundamental in any encryption algorithm. However, very few works in the
literature, proportionate detailed information about the key. Therefore, in the following
a simple introduction is given to understand the importance of these keys and how they
should be obtained for chaotic cryptosystems.

1.2  Key or Security Code

A common element in all encryption algorithms is the key. The security code of an
encryption algorithm must depend exclusively on the key [11].

No matter how strong and how well designed an algorithm is, if the key is not adequate,
then the encryption will be easily violated [10]. As has been said, there is little information
about how to choose or design the keys. Moreover, fundamental specifications such as the
space of the key or the variables to be used as key are not presented. Therefore, here this
will be one of the main aspects to be covered when proposing encryption algorithms.

The key space is defined as the set of values that can be used as keys. The size of
the key space is given by the number of possible keys for the system. The keys from
classical encryption algorithms are usually strings of random bits that are generated by
some automatic process. In the chaotic encryption schemes, the properties of the key space
elements are not the same, since not all keys are equally strong. For this, a bifurcation
diagram can be useful to find intervals in which a key produces periodic orbits and thus
avoid the use of weak keys (degenerate keys).

When many parameters are used simultaneously as a key, finding the most convenient
intervals (without degenerate keys) might be difficult due to the dependence between the
parameters. In such case, the positive Lyapunov exponents can be used to describe the key
space. Thus, it must be obtained the largest Lyapunov exponent for the desired parameter
combinations, then, if the obtained exponent is positive, the parameter combination can be
used as a key.

The key space must be large enough to avoid brute force attacks. However, if the region
that produces chaotic behavior is not large enough, it must be increased as much as possible
to avoid equivalent keys. That is, to avoid a group of keys that can decrypt the same
encrypted message due to its closeness. Thus, the region that produces chaotic behavior
must be discretized so that the space between adjacent keys does not produce equivalent
keys.

The keys should favor the presence of the so called avalanche property, that is, when
a change occurs in the key the encrypted message will change radically and ideally it
should change at least half of the values of the encrypted message. In some cases, the
chaotic system parameters are set and only one of them is used as a key, which can be
counterproductive since it is possible to use a bit-error-rate (BER) attack in which some
system parameters are set and from these, an approximation of the one used as the key can
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be obtained. Therefore, the partial knowledge of the key should never reveal information
about the message or the unknown part of the key.

The security of an encrypted message is usually given by the priority when designing
an encryption algorithm. When a new encryption algorithm is presented, it is common
to provide a security analysis of it. Therefore, in the following will be presented an
explanation on what an appropriate security analysis should contain for each type of
cryptosystem.

1.3  Security Analysis

Security is the main interest of an encryption algorithm, so it must be evaluated at least by
a basic security analysis. This is, it must at least withstand the most known and popular
attacks to identify and correct defects before the system is published.

The algorithm will be resistant to the most common attacks if have two basic
characteristics: confusion and diffusion. The first makes the relationship between the key
and the encrypted message as complex as possible, making difficult to find redundancies or
statistical patterns in the encrypted message. The second property consists of rearranging
or scattering the bits in a message so that the influence of the message and the key are
dispersed as best as possible within the encrypted message. To fulfill these requirements,
the algorithm must satisfy the following [12]

1. Sensitivity with respect to the key, that is, changing a single character of the key
produces completely different encrypted messages when the algorithm is applied to
the same message.

2. Sensitivity with respect to the message, that is, altering one bit of the message should
create totally different encrypted messages.

3. Absence of patterns in the encrypted text.

The first two characteristics generate confusion, while the last one is responsible for
providing diffusion.

1.3.1 Cryptographic Attacks (Cryptanalysis)

During the security analysis, must be carried out attacks that assume that the cryptanalyst
knows the exact design of the algorithm and how it works. This is, everything about
the algorithm, except the key, is known. This must be done since the algorithm is sold
to several users and therefore, it is reasonable to assume that it will easily be stolen,
compromising all the details of its operation. Thus, the security of the algorithm must
depend only on its key and not in the secrecy of its operation.
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A cryptographic system can be described by the following elements:

. P is the set of possible messages.

. C is the set of possible encrypted messages.

. K is the space of the key.

. ek is the encryption algorithm for each element k € K.

. di is the corresponding decryption algorithm for the element k € K mentioned in the
previous point.

N AW N =

The operation of an algorithm can be summarized as follows: given a message x € P,
this can be encrypted with a key k € K by using the encryptionrule e (x, k) =y, y € C.
Meanwhile, the encrypted message y is decrypted by using the corresponding decryption
rule d (y, k) = x, such thatd (e (x, k) , k) = x.

There are several kinds of attacks to carry out the cryptanalysis of an algorithm. The
most popular ones are listed below, starting with the most complicated:

1. Ciphertext only (encrypted message): The attacker knows one or more encrypted

messages Y1, y2, ..., yn € C.

2. Known plaintext (known message): The attacker knows one or more messages
X1,X2,...,X, € P and its corresponding encrypted message yi, y2, ...,y € C.

3. Chosen plaintext (chosen message): The attacker has temporary access to the encryp-
tion device and can choose some messages xi, x2, ..., X, € P as well as obtain the
encrypted messages yi, y2, ..., yn € C that are generated.

4. Chosen ciphertext (chosen encrypted message): The attacker has temporary access
to the encryption device and can choose some encrypted messages y1, y2,...,yn € C
as well as obtain the messages x1, x2, ..., x, € P that are generated.

The objective of each of these attacks is to obtain the key k or some equivalent key that
was used to encrypt the messages. In particular, the attacks of known and chosen message
are very effective in the cryptanalysis of algorithms based on chaotic systems [13-16].
There exist other attacks that are less common. However, these have characteristics of the
already mentioned above. In the case of block encryption algorithms, the analysis on the
susceptibility to differential and linear cryptanalysis should be included.

1.3.2 Differential Cryptanalysis

Differential cryptanalysis was introduced by Guojie et al. [17] and is a variant of the chosen
message attacks, which tries to find the key of an iterative encryption algorithm. It consists
of analyzing the differences caused in encrypted messages when performing determined
changes in the messages that generated them. These differences are used to determine the
most probable key among all the possible keys. At the same time, the number of tests that
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would be done when implementing a brute force attack is reduced. Usually, the difference
is chosen as the result of a bitwise XOR operation between the two unencrypted messages.

1.3.3 Linear Cryptanalysis

Linear cryptanalysis was introduced in [18] and is essentially a known message attack
whose purpose is to generate a linear expression that approximates a certain block cipher.
A linear expression for a given iteration will be an equation that is based on the module-
two sum between the inputs and outputs of such iteration.

1.4  Specific Attacks for Stream Cipher-Type Chaotic Cryptosystems

There are several cryptanalysis forms for stream cipher encryption algorithms based on
chaotic systems. These can be classified as follows:

1. Extraction of the signal from the message s (¢) of the transmitted signal y (¢).

2. Extraction of the signal that carries the data ¢ (f) and then remove it and retrieve the
message s (7).

. Estimation of the transmitter’s secret parameters to completely break the algorithm.

4. Brute force attacks.

w

Each of these analyses is explained in greater detail below.

1.4.1 Message Extraction

When using chaotic masking techniques, extracting the signal is possible if the message
s (¢) is a periodic signal during a sufficient amount of time. Methods such as auto-
correlation and cross-correlation analysis, spectral power analysis, filtering techniques,
and generalized synchronization are usually used.

Power spectral analysis and filtering take advantage of the chaotic signals limitations,
which are used to mask the message. The power spectrum of the message must be
completely covered with the power spectrum of the chaotic signal that was used to mask
it. However, several encryption algorithms fail at this, since the commonly used chaotic
oscillators, such as Rossler, Lorenz, Chua, Duffing, etc., have a much lower density power
than common messages. Therefore, these cannot support this type of filter-based attacks.

The generalized synchronization attack was introduced in [19]. This assumes that
the attractor used is known, but the oscillator parameters are ignored. Its purpose is to
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reconstruct the signals used to hide the message and then access the signal that contains
the message.

1.4.2 Parametric Estimation

Several chaos-based encryption schemes are not sensitive enough to variations in transmit-
ter and receiver parameters, allowing similar parameters to be used for message retrieval.

Different methods can be used for this, for example, it is possible to solve the
differential equations based on the signals that they emit. Also, the parameters can be
estimated from a generalized synchronization scheme. In addition, some adaptive control
techniques can be useful to find equivalent keys.

1.4.3 Brute Force Attacks

A brute force attack consists on testing all the possible keys. The effectiveness of this
attack will depend on the size of the key space and the attacker’s processing capacity. It is
commonly considered that any space with less than 2!%0 elements it is not safe, although
this number increases when the processing power is improved [10].
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