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Preface 

Scheduling problem is ubiquitous in industrial engineering; its essence is to seek 
the maximization of system objectives through the reasonable allocation of limited 
resources. There are extensive and diverse objective contradictions between the limi-
tation of resources (including material resources and time resources) and the pursuit 
of objectives (such as output, efficiency, speed, etc.). Therefore, scheduling problem 
has always been one of the research hotspots in academic and engineering technology 
circles. 

Although there are many kinds of practical performance of scheduling problem, 
such as manufacturing system scheduling, traffic and transportation scheduling, 
personnel time scheduling, project schedule scheduling, manufacturing system 
scheduling is undoubtedly the most concerning and has been studied for the longest 
time among many scheduling problems. Manufacturing system scheduling is the 
central problem of enterprise production activities organization and management, 
which is an effective way to improve enterprise comprehensive benefits. It is of great 
significance to improve enterprise production management level, save cost, improve 
service quality, enhance enterprise competitiveness, accelerate the recovery of invest-
ment, and obtain higher economic benefits. With the help of advanced production 
planning and scheduling methods, enterprises can gain greater output and profit and 
higher rate of return on investment on the basis of no or less increase in investment. 

Since Johnson published the first classic paper on production scheduling in 1954, 
the scheduling problem of manufacturing system has gone through the develop-
ment process from simple to complex, such as single machine scheduling, multi-
machine scheduling, flow-shop scheduling, job-shop scheduling, flexible manufac-
turing system (FMS) scheduling, and so on. During this period, the accumulation of 
a large number of related research work and achievements has further established 
the pivotal position of manufacturing system scheduling in the field of scheduling 
research. Many early researches in the scheduling field were developed under the 
promotion of the manufacturing industry, the practical problems arising from manu-
facturing continue to present new challenges. According to Lawler et al., with the 
continuous breakthrough of the four basic assumptions of the classical scheduling
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problem (i.e., single piece processing mode, certainty, operability, and single objec-
tive), the research focus on scheduling has gradually shifted from the classical 
scheduling problem to the new scheduling problem. The semiconductor manufac-
turing system scheduling discussed in this book belongs to this new type of scheduling 
problem. 

As for the process scheduling problem of semiconductor manufacturing system, 
the author paid attention to it as early as more than ten years ago. Based on the existing 
research foundation of flexible manufacturing system, discrete event dynamic system 
and Petri net, the author has tracked and understood the problems and current situation 
in this field and carried out some preliminary research. Until recent years, with the 
gradual deepening of the scientific research work of the author and research teams, 
they have received funding from a number of scientific research projects such as the 
National Key Basic Research Program of China (973 Program), the National Natural 
Science Foundation of China, enterprise cooperation, etc., and the research on the 
optimal scheduling of complex manufacturing processes has been further carried 
out systematically. The team has fully investigated and understood the theories and 
methods in this field, accumulated some research achievements, and cooperated with 
famous semiconductor manufacturing enterprises to make a beneficial exploration 
and attempt in the application and implementation of relevant research achievements. 
This book is written on the basis of these work and achievements, which combines 
the relevant research achievements in the recent 20 years and the author’s years 
of accumulated experience and attempts to systematically discuss the intelligent 
scheduling problem of complex semiconductor manufacturing system from theory 
to method to application. 

The intelligent scheduling problem of semiconductor manufacturing is a subject 
with NP characteristics and high complexity and challenge. With the continuous in-
depth research on this kind of problem in the world and in response to the needs of 
the rise and rapid development of semiconductor manufacturing industry in China, 
the relevant research is still developing and improving. This book is only a phased 
summary of the author’s study and research in recent years, which will inevitably 
have inadequacies; please criticize and correct. 

Shanghai, China Li Li 
Qingyun Yu 
Kuo-Yi Lin 
Yumin Ma 
Fei Qiao
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Chapter 1 
Scheduling of Semiconductor 
Manufacturing System 

Semiconductor is the core of many industrial complete equipment, widely used 
in computer, consumer electronics, network communication, automotive, indus-
trial/medical, military/government, and other core fields. With the popularity of the 
concept of “intelligence”, the importance of chip industry is becoming more and 
more significant. To get rid of the “pain of lack of core”, China has vigorously 
supported the domestic semiconductor industry from both the policy and capital 
aspects, striving for the realization of independent replacement. This chapter mainly 
introduces the scheduling of semiconductor manufacturing systems and its develop-
ment trend, including the scheduling process, scheduling characteristics, scheduling 
types and scheduling methods, evaluation indexes, and scheduling problems. 

1.1 Semiconductor Manufacturing Process 

The semiconductor industry, as the most important part of the electronic components 
industry, is mainly composed of four components: integrated circuits (about 81%), 
optoelectronic devices (about 10%), discrete devices (about 6%), and sensors (about 
3%). Therefore, semiconductor and integrated circuits are usually equivalent. Inte-
grated circuits are divided into four main categories by product type: logic devices 
(about 27%), memory (about 23%), microprocessors (about 18%), and simulator 
components (about 13%). Semiconductor is a demand-driven market. Over the past 
four decades, the growth of the semiconductor industry has been driven by a shift 
from the traditional PC and related industries to the mobile market (including smart-
phones and tablets). In the future, it is likely to shift to wearables and VR/AR devices. 
From 2000 to 2015, the annual growth rate of China’s semiconductor market led the 
world, up to 21.4% (the annual growth rate of the global semiconductor market was

© Chemical Industry Press 2023 
L. Li et al., Data-Driven Scheduling of Semiconductor Manufacturing Systems, 
Advanced and Intelligent Manufacturing in China, 
https://doi.org/10.1007/978-981-19-7588-2_1 

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-7588-2_1&domain=pdf
https://doi.org/10.1007/978-981-19-7588-2_1


2 1 Scheduling of Semiconductor Manufacturing System

3.6%, of which the Asia–Pacific region was about 13%, the United States was nearly 
5%, and Europe and Japan were all lower).In terms of global market share, China’s 
semiconductor market share has increased from 5 to 50%, becoming the core market 
of the global semiconductor industry [1–3]. 

In 2015, the three major fields of integrated circuits showed a growth trend. The 
design industry saw the fastest growth, with sales of $21.57 billion, up 26.55% year 
by year. Sales revenue of the chip manufacturing industry was $14.67 billion, up 
26.54% year by year; Package and test sales were $22.52 billion, up 10.19% from 
the previous year. In terms of the proportion of industrial chain, the proportion of 
China’s design industry is growing fastest, the proportion of packaging and testing 
has declined, and the proportion of manufacturing has remained stable. Benefiting 
from the policy support and the development of domestic economy, the three major 
IC structures tend to be optimized gradually: in 2015, the proportion of China’s IC 
design accounted for 36.70%, manufacturing accounted for 24.95%, packaging and 
testing accounted for 38.34%; Chip sales amounted to 90.08 billion yuan, with an 
increase of 26.5%, 8 percentage points higher than the growth rate in 2014 [4–7]. 

The IC industry chain can be roughly divided into three major areas: circuit design, 
chip manufacturing, packaging, and testing. Integrated circuit production process is 
dominated by circuit design, which requires a variety of high-precision equipment 
and high-purity materials. Its general process is as follows: design companies provide 
integrated circuit design schemes, chip manufacturers produce wafers, packaging 
plants package and test integrated circuits, and sales to electronic product enterprises 
[8]. 

The semiconductor manufacturing process can be simply divided into wafer manu-
facturing and integrated circuit manufacturing. Among them, wafer manufacturing 
roughly includes several steps of purification of ordinary silica sand (quartz sand), 
molecular pulling-crystal cylinder (cylindrical crystal), and wafer (cutting the wafer 
into circular wafers) [9]. Among them, molecular crystallization means that the 
obtained high purity polycrystalline silicon is melted to form liquid silicon, and the 
silicon seed of single crystal contacts with the liquid surface and slowly pulls up while 
rotating. Finally, as the silicon atoms leave the liquid surface to solidify, a column of 
monocrystalline silicon is formed, which is as pure as 99.999999%. Cutting a wafer 
refers to cutting a silicon wafer with certain specifications from a single crystal 
silicon rod. These silicon wafers will be washed, polished, cleaned, inspected by 
human eyes and machine, and finally be inspected for surface defects and impurities 
by laser scanning. Qualified wafers will be delivered to chip manufacturers [10]. 

The IC fabrication process is the focus of this book. It consists of a variety of 
single processes and consists of three steps: thin film fabrication process, graphic 
transfer process, and doping process. The specific manufacturing process is shown 
in Fig. 1.1.

(1) Film preparation technology 

Thin film preparation means to grow several layers of films with different mate-
rials and thicknesses on the surface of the wafer, and the main processes include
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Fig. 1.1 Integrated circuit manufacturing process 

three methods: oxidation, chemical vapor deposition (CVD) and physical 
meteorological deposition (PVD) [11].

. Oxidation: The reaction of a wafer with an oxygen-containing substance 
(oxygen or an oxidant such as water vapor) at high temperatures to form a 
thin film of silicon dioxide.

. CVD: one or several compounds or elemental gases containing the elements 
that constitute the film are passed into the reaction chamber with the substrate, 
and the solid film is deposited on the surface of the substrate by means of 
a space vapor phase chemical reaction.

. PVD: The material source is ionized into ions by physical method, and the 
film with some special function is deposited on the surface of the substrate 
through the action of low-pressure gas or plasma.
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(2) Graphic transfer process 

The process of oxidation, deposition and diffusion, and ion implantation in the 
Integrated Circuit (IC) manufacturing process is not selective to the wafer. They 
are all processed on the whole silicon wafer without any graphics. The core of 
IC manufacturing is the transfer of the design pattern to a silicon wafer through 
a pattern transfer process (mainly a lithography process). As one of the most 
important process steps of semiconductors, lithography is to copy the graphics 
on the mask onto the silicon wafer. The cost of lithography is about 1/3 of the 
whole silicon wafer manufacturing process, and the time required accounts for 
about 40–60% of the whole silicon wafer manufacturing process. The process 
steps are as follows:

. The silicon wafer is coated with a photoresist and covered with a photoresist 
mask plate with a certain pattern made in advance.

. Exposure to the wafer coated with photoresist (the properties of photoresist 
will change after the photoresist is sensitized, the photosensitive part of the 
positive adhesive becomes easily dissolved, while the negative adhesive is 
the opposite).

. The development of the wafer (after the development of the gel is dissolved, 
leaving only the unilluminated part of the pattern; Negative glue, on the 
contrary, the part of the light is not easy to dissolve).

. The wafer is etched to remove the part that is not covered by the photore-
sist, and then the pattern on the photoresist is transferred to the underlying 
material.

. To remove photosensitive glue from a wafer by means of a degluing process. 

(3) Doping process 

Doping is a process in which controlled amounts of impurities are added to 
specific areas of a wafer to alter the electrical properties of a semiconductor. 
Diffusion and ion implantation are two main processes of semiconductor doping 
[12].

. Diffusion: The process by which atoms, molecules, or ions are driven by high 
temperatures (900–1200 °C) from a high concentration zone to a low concen-
tration zone. The concentration of impurity decreases monotonically from 
surface to body and the distribution of impurity is determined by temperature 
and diffusion time.

. Ion implantation: In a vacuum system, ions are accelerated by an electric 
field and changed by a magnetic field so that ions can be injected into the 
wafer with a certain amount of energy to form an injection layer with special 
properties in a fixed area and achieve the purpose of doping.



1.1 Semiconductor Manufacturing Process 5

Compared with other manufacturing systems, semiconductor manufacturing 
systems have the following three distinct characteristics: 

(1) Complicated technological process 

Production technological process refers to the method and process in which 
workers use production tools to process all kinds of raw materials and semi-
finished products through certain equipment and in a certain sequence, and 
finally make them into finished products. That is the combination of elements 
in the production process of products, from raw materials to finished products. 
The average processing cycle of a silicon wafer in the production line is rela-
tively long, generally about 1 month. The process flow of silicon wafer varies 
from product to product, from dozens of steps to hundreds of steps, which also 
leads to the dispersed processing cycle of silicon wafer. A typical process is 
250–600 steps, with 60–80 types of equipment used. In addition, there may 
be different orders and product categories on the production line. There are 
dozens of products produced on the production line, and there is a large number 
of re-entrant phenomena in the process, which will make the work-in-process 
competition for the right to use online equipment very fierce [13]. 

(2) Multiple entry process 

In semiconductor manufacturing, reentrant is the nature of the system. Similar 
parts at different stages of processing may be processed simultaneously in front 
of the same equipment, and the parts may repeatedly access some equipment 
at different stages of the processing process. There are two main reasons for 
this: first, semiconductor components are hierarchical structures, each layer 
is produced in the same way, but the added material or accuracy is different; 
Second, semiconductor processing equipment is very expensive, the need to 
maximize the use of equipment, resulting in the emergence of multiple into the 
processing process. In short, the phenomenon of reentrant greatly increases the 
number of pieces to be processed for each device. In addition, the different types, 
quantities, and combinations of products, as well as the different complexity 
of the process flow of each product, make the scheduling and control of the 
semiconductor production line more complex [14]. 

(3) Mixed processing mode 

Due to the different types of semiconductor production line equipment, its 
processing methods are also diversified. According to the processing mode 
of equipment, it is mainly divided into single chip processing, serial batch 
processing, single card parallel batch processing, and multi-card parallel batch 
processing. The existence of a hybrid machining mode further increases the 
complexity of semiconductor production line scheduling. At present, a large 
number of studies are based on simplified processing methods (single card 
processing and batch processing).
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1.2 Scheduling of Semiconductor Manufacturing System 

Production scheduling, as one of the effective ways to improve the economic benefit 
and market competitiveness of enterprises, is also a research hotspot in indus-
trial engineering, management engineering, automation, and other fields. Gener-
ally speaking, production scheduling is to optimize the execution efficiency or cost 
of a decomposable production task by determining the processing sequence of the 
workpiece and the allocation of scheduling resources on the premise of satisfying the 
constraints of technology and resources. As a research proposition with a long history, 
the requirements of production scheduling include satisfying constraints, optimizing 
performance and practical efficiency. Its basic tasks can be summarized as modeling 
and optimization, that is, the understanding of scheduling problems and the solution 
of scheduling problems. Since the 1950s, scholars at home and abroad have carried 
out research and exploration on these two tasks, and some advanced scheduling 
modeling technologies and optimization methods have been put into practice and 
successfully applied [15]. 

1.2.1 Scheduling Characteristics 

Semiconductor manufacturing system is different from the traditional production 
mode of job-shop and flow-shop. Whether it is a job shop or flow shop, different 
processes in the process flow need to be completed on different equipment. A signif-
icant feature of semiconductor manufacturing systems is that different processes of 
the workpiece may repeatedly access the same device, resulting in a large amount 
of reentry process flow. In the 1990s, Kumar defined semiconductor manufacturing 
system as the third type of production system developed after the job shop and 
flow shop—reentrant production system. With the complexity of integrated circuit 
performance and the miniaturization of component size, semiconductor manufac-
turing process has become more complex and sophisticated [16]. Therefore, semi-
conductor manufacturing is recognized as one of the most complex manufacturing 
systems at present, and its scheduling problem has also been widely concerned by 
academia and industry and has become a research hotspot in the field of control and 
industrial engineering. 

From the perspective of the scheduling problem, there are two main modes of 
manufacturing system: Job-shop and Flow-shop. The semiconductor production 
line differs greatly from these two typical modes because of its obvious reentrant 
characteristics. The scheduling problem not only has the characteristics of general 
scheduling problems but also has some obvious special complexity: 

(1) Non-zero initial state 

As mentioned above, the average processing cycle of semiconductor silicon 
wafer is longer, generally dozens of days. During this period, new wafers will
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be put into the production line every day for processing, rather than waiting for 
all wafers on the production line to be processed and then put in new wafers. 
Therefore, when the semiconductor production line is initially scheduled, there 
are already a large number of wafers in the production line, some in the state of 
being processed, and some in the state of being processed. This non-zero initial 
state is an important characteristic of scheduling problems in semiconductor 
manufacturing systems. 

(2) On a large scale 

The semiconductor production line consists of hundreds of devices, each product 
process includes hundreds of processes, and there may be as many as hundreds of 
product types flowing on the production line. This makes the scheduling problem 
of semiconductor production line much larger than the typical scheduling 
problem, which makes the complexity of the problem and the difficulty of 
solving greatly increased. In the production process, the workpieces, equip-
ment, operators, logistics transmission system and buffer zone in the workshop 
are mutually influenced and restricted [17]. Therefore, not only the loading 
and processing time of each workpiece, the number of equipment, the buffer 
capacity of the system, the processing sequence of the workpiece and other 
resource factors should be considered, but also the uncertain factors such as the 
operation proficiency of personnel, and even the influence of various dynamic 
events on scheduling should be considered. Therefore, the scheduling problem 
of job shop is actually a complex combinatorial optimization problem with many 
constraints. With the increase of scheduling scale, the amount of computation 
needed to obtain the feasible solution increases exponentially, and the possi-
bility of obtaining the optimal solution or near-optimal solution becomes less 
and less. 

(3) Uncertainty 

The uncertainty of semiconductor production line scheduling is mainly mani-
fested in the following three aspects: 

➀ The total number of tasks is uncertain: in the actual semiconductor produc-
tion line, new wafers are constantly put into processing every day, but only 
the number of new wafers invested in a period of time (such as a day or 
three days) can be known, and the total number of wafers is uncertain. 

➁ Uncertain events: the existence of a large number of uncertain events in the 
semiconductor manufacturing system usually causes a change in the state 
of the production line; Therefore, it is necessary to consider the influence 
of these uncertain events in the scheduling of semiconductor manufacturing 
systems. 

➂ Process processing time is uncertain: on the one hand, the same process 
in different equipment for processing, the required processing time may be 
different, and with the aging of some parts, the same process on the same
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equipment processing time will also produce greater changes; On the other 
hand, some processes need to test pieces (i.e., trial processing) before formal 
processing, and the test time may change with the change of the number of 
test pieces, resulting in the uncertain processing time of a card of silicon 
wafer in this process [18]. 

(4) Scheduling scheme has short validity 

In addition to the current WIP situation on the production line, the formula-
tion of scheduling scheme should also have a detailed and determined releasing 
plan (determined product type and quantity). Although a certain number of new 
wafers are put into the production line for processing every day, generally, only 
a short period of time (such as one day or three days) can be determined for 
the releasing plan. Therefore, compared with the average production cycle of 
semiconductor products ranging from ten days to dozens of days, the effective 
period of the actual semiconductor production line scheduling scheme is gener-
ally short. Coupled with the occurrence of a large number of uncertain events, 
the validity period of the scheduling scheme is difficult to exceed one day. 

(5) Local optimization problem 

In shop floor production, there are many different production tasks, which may 
have different requirements for scheduling goals, and sometimes these require-
ments are mutually exclusive. For example, the requirements of small produc-
tion cycle, the least overdue orders, the highest equipment utilization rate, and 
so on. Therefore, how to make the production scheduling system meet these 
goals as much as possible is also a constant problem for workshop production 
scheduling [19]. Due to the short validity period of the scheduling scheme, the 
optimization of the production line system performance index can only be short-
term and partial, and only part of the system performance index can be opti-
mized, such as equipment utilization rate, total movement volume, movement 
rate, etc. However, indicators such as average processing cycle and its variance, 
just-in-time delivery rate, and delay rate cannot be significantly optimized. 

(6) Binding 

Constraints are mainly reflected in two aspects: process path constraint and 
resource constraint. First of all, each product, whether simple or complex, has 
strict process path constraints, and usually, the sequence of each process cannot 
be reversed. Secondly, the supply of processing raw materials, the scale of 
production equipment, the production capacity of production equipment, etc., 
are not infinite. Therefore, production scheduling is carried out under multiple 
constraints. 

In general, semiconductor manufacturing system scheduling has obvious char-
acteristics of multiple entry, high uncertainty of manufacturing environment, high 
complexity of manufacturing process and multi-objective optimization of scheduling 
objectives. Accordingly, dynamic scheduling methods that can respond to real-time 
operating environment have been paid more attention.
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1.2.2 Scheduling Types

. Scheduling classification of semiconductor production line based on 
scheduling object 

Semiconductor manufacturing production lines have large scales and different 
types of equipment, which can be divided into workpiece scheduling, feed control, 
bottleneck scheduling, batch processing equipment scheduling, production line 
scheduling, and maintenance scheduling according to different concerns. 

(1) Workpiece scheduling 

Workpiece scheduling strategy has a direct impact on the performance of 
the production system, so workpiece scheduling is the focus of semicon-
ductor manufacturing system scheduling research. There are five kinds 
of scheduling methods: traditional operations research, discrete system 
simulation, mathematical model, computational intelligence, and artificial 
intelligence. 

(2) Release control 

Release control is to determine when and how much raw materials are put into 
the production system under the guidance of a certain releasing strategy so 
as to maximize the production capacity of the production system, generally 
divided into static releasing and dynamic releasing two ways. Static releasing 
is based on the pre-set rate (such as fixed time interval releasing or random 
distribution of Poisson flow releasing), because the actual changes of the 
production line can not be tracked, easy to cause workpiece backlog, so that 
the performance of the production line decline; Dynamic releasing is based 
on the actual situation of the production line (such as delivery time and WIP 
level and other performance indicators), using a heuristic method to control 
releasing. 

(3) Bottleneck equipment scheduling 

Bottleneck equipment scheduling refers to the optimal scheduling scheme of 
the entire semiconductor production line by solving the scheduling problem 
of the bottleneck area. The loss of capacity at the bottleneck is the loss of 
the whole plant, so the scheduling problem of bottleneck equipment is very 
important. 

BottLENECK can be identified by observing the queue length of WIP 
and measuring the utilization rate of machine. ➀ Analyze the queue length 
of WIP in the manufacturing system. In this method, either queue length
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or wait time is measured, and the machine with the longest queue length 
or wait time is considered to be the manufacturing bottleneck. The advan-
tage of this method is that the instantaneous manufacturing bottleneck of the 
system can be detected by a simple comparison of queue length or waiting 
time. The disadvantage is that many production systems have limited WIP 
queues or none at all, in which case the queue length method cannot be 
used to detect manufacturing bottlenecks. ➁ Measuring the utilization rate 
of different machines in the production system, the machine with the highest 
utilization rate is the manufacturing bottleneck. However, the utilization rates 
of different machines are often very similar, so this method cannot say with 
certainty which machine is the manufacturing bottleneck. Long-time simula-
tions may yield accurate and meaningful results, but this approach is limited 
by steady-state systems. The method of measuring utilization can not deter-
mine the instantaneous manufacturing bottleneck, but only the average bottle-
neck over a long period of time. It is not appropriate to use it to detect and 
monitor the transfer of bottleneck. 

(4) Batch processing equipment scheduling 

Batch processing equipment scheduling is an important part of semicon-
ductor production line scheduling, which has an important effect on the 
performance of semiconductor production line. Batch processing is the 
distinguishing feature of semiconductor manufacturing system. The multi-
card parallel batch processing equipment, such as oxidized furnace tube, 
accounts for about 20–30% of the total equipment in the semiconductor 
manufacturing line, and its scheduling scheme is of great significance in 
improving the performance of semiconductor manufacturing system. 

(5) Production line scheduling 

Production line Scheduling pays attention to the flow direction of the work-
piece in the whole semiconductor production line and its processing sequence 
on each equipment, and arranges the processing sequence and start processing 
time of the workpiece on each processing equipment, namely processing 
Scheduling, Dispatching, and Sequencing. There are many research methods 
used in the scheduling of semiconductor manufacturing systems, including 
traditional operations research, discrete event simulation technology and 
heuristic rules, as well as advanced artificial intelligence, computational 
intelligence, and swarm intelligence algorithms. 

(6) Equipment maintenance scheduling 

Equipment maintenance scheduling is a process used to determine 
when to remove equipment from the production line for scheduled mainte-
nance. The equipment Maintenance mainly includes Preventive Maintenance 
(PM) and Corrective Maintenance (CM). The goal of preventive mainte-
nance is to seek a compromise between planned and unplanned downtime. 
Corrective maintenance refers to the corresponding maintenance of equip-
ment after an unexpected failure. The latter, due to unexpected equipment
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failure, will lead to higher costs. At present, research on equipment mainte-
nance scheduling mainly focuses on operations research methods or heuristic 
rules.

. Scheduling classification of semiconductor production line based on 
scheduling environment and tasks 

Based on the different scheduling environments and tasks, the scheduling of 
semiconductor manufacturing systems can be divided into static scheduling and 
dynamic scheduling. 

(1) Static scheduling 

Static scheduling refers to the process of forming an optimal scheduling 
scheme under the premise that the state of the manufacturing system and 
the processing task are determined. Static scheduling takes place at some 
point in time t0. Of the manufacturing system state U(T0), determined work-
piece information (specific processing task description) and time length T0 

(commonly referred to as scheduling depth) is the input, and the appro-
priate scheduling algorithm is adopted to generate the scheduling cycle 
under the condition of satisfying the constraint conditions and optimiza-
tion objectives [t0, t0 + T0] in the scheduling scheme. The constraint condi-
tions of static scheduling include system resources, product process flow, 
delivery time, etc., and the optimization objective includes evaluation of the 
processing cycle, delivery time, performance indicators of manufacturing 
system, such as equipment performance rate, productivity, etc. Once the 
scheduling scheme is produced, the processing scheme of all the workpieces 
is determined and will not be changed in the later processing process. 

(2) Dynamic scheduling 

Dynamic scheduling refers to the process of dynamically generating a 
scheduling scheme according to the state of manufacturing system and the 
actual situation of machining task. There are two ways to realize dynamic 
scheduling: one is to adjust the static scheduling scheme in time and generate 
a new scheduling scheme based on the existing static scheduling scheme and 
the field state and processing task information of the manufacturing system. 
This scheduling process is also called rescheduling; Second, there is no static 
scheduling scheme in advance, and the processing task is determined for idle 
equipment directly according to the real-time state of the manufacturing 
system and the processing task information. This scheduling process is also 
called real-time scheduling. 

Both of the above two methods can obtain a highly operable scheduling 
scheme, but the optimization calculation process is different. The real-time 
scheduling usually only considers the local information in the decision-
making, so the scheduling scheme obtained is only feasible, which may have 
a large distance from the optimal scheduling scheme. Rescheduling is based
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on the existing static scheduling scheme. According to more system state 
information and processing task information to dynamically adjust the static 
scheduling scheme, the obtained scheduling scheme is not only operable, 
but the optimization effect is also better, closer to the optimal scheduling 
scheme. 

Compared with static scheduling, dynamic scheduling can produce a more 
operable decision-making scheme according to the actual situation of produc-
tion site. In view of the characteristics of dynamic scheduling, the following 
two factors must be fully considered: first, the optimization process must 
make full use of the real-time information reflecting the state of manufac-
turing system and processing task; second, the dynamic scheduling scheme 
must be completed within a short time without affecting the operation of 
equipment. 

1.2.3 Scheduling Methods 

At present, various scheduling methods can be roughly classified into five categories: 
the methods based on operations research, the methods based on one-step heuristic 
rules, and the methods based on artificial intelligence, computational intelligence, 
and swarm intelligence. 

(1) Methods based on operations research 

In this method, the production scheduling problem is transformed into a math-
ematical programming model, and the branch-and-bound method based on 
an enumeration idea or dynamic programming algorithm is used to solve the 
optimal or approximate optimal solution of the scheduling problem, which is 
an accurate algorithm. For complex problems, especially in the semiconductor 
wafer manufacturing industry with different production characteristics from the 
traditional Job-shop and Flow-shop, this pure mathematical method has the 
weaknesses of difficult model extraction, a large amount of computation and 
difficult algorithm realization. For the dynamic scheduling in the production 
environment, it is complicated to realize and cannot solve the dynamic and fast 
response problems. 

(2) Methods based on one-step heuristic rules 

Heuristic rule refers to the method of choosing some or some attributes of the 
workpiece as the priority of the workpiece and selecting the workpiece for 
processing according to the priority level. According to the different scheduling 
objectives, the semiconductor manufacturing process heuristic rules can be 
divided into the rules based on the delivery date, the rules based on the processing 
cycle, the rules based on the waiting time of the workpiece, the rules based
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on whether the application procedure of the workpiece is the same, and the 
rules based on the load balancing. Heuristic rules have become the first choice 
for dynamic scheduling in the actual semiconductor manufacturing environ-
ment due to their simplicity and rapidness, but they also have some limitations, 
which can only improve the individual performance index of the product but 
have a weak ability to improve the overall performance of the production line. 

Due to scheduling optimization of semiconductor manufacturing process is a 
very complicated problem. Its performance is good or bad depends not only on 
the scheduling policy itself, and the variance of the system model, processing 
time, the actual average processing cycle, and processing cycle than the rele-
vant theory, and the system bottleneck in the device number, need to repeat 
visits, emergency orders to join factors have very close ties. Although heuristic 
rules require little computation, have high efficiency and good real-time perfor-
mance, they usually only provide feasible solutions for one or more targets, 
and lack effective grasp and prediction ability for the overall performance. The 
scheduling results of heuristic rules may deviate from the global optimiza-
tion of the system to a certain extent, or even a large deviation. Therefore, 
heuristic rules often need to be used in conjunction with intelligent methods 
that select among alternative rules based on the state of the system. Typical 
research methods usually use a combination of some kind of intelligent method, 
simulation method, and heuristic rules. 

(3) Methods based on artificial intelligence, computational intelligence, and swarm 
intelligence 

Artificial intelligence, also known as machine intelligence, is a comprehensive 
discipline developed from the interpenetration of computer science, cybernetics, 
information theory, neurophysiology, psychology, linguistics, and other disci-
plines. The commonly used artificial intelligence systems in semiconductor 
scheduling algorithms include expert systems and artificial neural networks, 
among which the artificial neural network is usually combined with other 
methods (such as dynamic programming). 

Computational intelligence is based on the behavioral patterns of human 
beings and organisms or the motion patterns of substances. It establishes algo-
rithm models through mathematical abstraction and solves combinatorial opti-
mization problems through computer calculation. The commonly used compu-
tational intelligence is tabu search, simulated annealing, genetic algorithm, arti-
ficial immune algorithm and so on. In semiconductor manufacturing system 
scheduling, it is possible to solve scheduling problems by either using a single 
computational intelligence method, combining different computational intel-
ligence algorithms or combining computational intelligence algorithms with 
modeling techniques to obtain better performance.
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Swarm intelligence is an algorithm and model that is inspired by the swarm 
behavior of social organisms and simulates the abstraction. Without central-
ized control and a global model, swarm intelligence provides the basis for 
finding solutions to complex distributed problems. Common swarm intelligence 
has an ant colony optimization algorithm, pheromone algorithm, particle swarm 
optimization algorithm, and so on. The application of swarm intelligence in 
semiconductor manufacturing system scheduling is relatively rare. 

1.2.4 Evaluation Indicators 

The purpose of scheduling semiconductor production line is to optimize its system 
performance. Combined with the characteristics of semiconductor production line, 
the main indicators used to measure the impact of scheduling results on the 
performance of semiconductor production line system include: 

(1) Yield 

The percentage of the total product that is acceptable, often referred to as the 
percentage of acceptable cores on a silicon wafer. The yield has a significant 
impact on the economic benefits of semiconductor production lines. Obviously, 
the higher the yield, the higher the economic benefits. The production rate is 
greatly affected by the equipment process, and the main effect of scheduling is 
to shorten the residence time of the workpiece in the workshop as far as possible, 
reduce the chance of chip contamination, to ensure a higher yield. 

(2) Quantity of Work in Process (WIP) 

The total number of uncompleted pieces of work in the production line, i.e., 
the total number of silicon wafers on the production line or the total number 
of wafers. Minimizing the WIP number is an optimization objective related 
to minimizing processing cycles. Try to control the WIP number of semicon-
ductor production line to be equal to the expected value, which is related to the 
processing capacity of semiconductor production line. Even if the WIP number 
continues to decline below the WIP expectation, the processing cycle will not 
be significantly shortened; When the WIP quantity is higher than the desired 
target value, the more WIP quantity, the longer the processing cycle will be. In 
addition, the higher the number of WIP, the more capital occupied, which will 
directly affect the economic benefits of enterprises. 

(3) Equipment Utility (Machine Utility) 

The ratio of the time spent in the processing state to the time spent on the machine 
can be measured by the idle cost of the equipment. Equipment utilization is 
related to the number of WIPs. Generally speaking, the number of WIPs is large 
and the equipment utilization rate is high. However, when the number of WIPs 
is saturated, the device utilization will not improve even if the number of WIPs
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increases again. Obviously, the higher the utilization of equipment, the greater 
the number of processed workpiece, and the greater the value created. 

(4) Average processing cycle and its variance 

Processing cycle refers to the time taken by a silicon wafer from entering the 
semiconductor production line to finishing the processing of all procedures 
and leaving the production line, also known as the wafer flow time. Average 
processing cycle refers to the average processing time of a multi-card silicon 
wafer in the same process, and its variance refers to the mean root square of the 
processing cycle of each card silicon wafer and its average processing cycle. The 
mean cycle time and its variance indicate the responsiveness and just-in-time 
delivery of the system. 

(5) Total movement 

A silicon wafer that has completed one step of processing is called moving 
one step. The total Movement is the total number of moves (cards · steps) 
of all silicon wafers in a unit of time (such as a shift, 12 h). The higher the 
total movement, the higher the number of processing tasks completed by the 
production line. Movement is an important index to measure the performance of 
semiconductor production line. The higher its value is, the higher the processing 
capacity of semiconductor production line is, and the higher the utilization rate 
of equipment is. 

(6) Movement speed 

The average number of moves (steps/card) of a silicon wafer per unit time (e.g., 
12 h per shift). The higher the moving rate is, the faster the wafer flows in the 
production line and the shorter the average processing cycle is. 

(7) Productivity 

The number of cards or silicon wafers flowing out of the production line per unit 
time (usually shift or day). Ideally, productivity is equal to the rate of feed. It 
becomes inversely proportional to processing cycle, namely processing cycle is 
shorter, and criterion productivity is higher. The productivity of a semiconductor 
production line determines the cost of the final product, the cycle time, and 
customer satisfaction. Obviously, the higher the productivity, the higher the 
value created per unit of time, and the higher the processing efficiency of the 
production line. 

(8) On time delivery rate 

Percentage of the number of parts delivered on time (on time or ahead of time) 
as a percentage of the total number of parts completed. 

(9) Tardiness 

The number of undelivered parts as a percentage of the total number of finished 
parts. It is obvious that the just-in-time delivery rate is directly or indirectly 
related to the rate of finished product, productivity, processing cycle, WIP, and


