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Preface

R is the most powerful tool in the known universe for carrying out statistical analysis, and it’s free!
This book is aimed at those who wish to carry out such work – exploring, plotting, and modelling
data – but who do not have much experience in R and/or statistics. R is described from scratch
with instructions for loading and getting going with the software in Chapter 1 and a description of its
essential elements in Chapter 3. Later chapters discuss statistical methods and are written so that
they can be used either as a beginner’s guide or as a reference manual on particular procedures in
R. The theory behind the analyses is covered in enough depth, we hope, to make it comprehensible
but without overburdening the reader with too much mathematics. The datasets used to illustrate
various analyses are available at https://www.wiley.com/go/jones/therbook3e.

Using R has become far simpler with the introduction of RStudio, which is also free (other editors
are available). RStudio provides a friendly front end and easy access to tools, all of which seem
a long way from R’s original rather forbidding command prompt. This book assumes the use of
RStudio rather than using R directly, but the code presented will work using the latter setup too.

While there is still the usual hurdle of getting to know powerful software, the benefits, particularly
in graphics and modelling, far outweigh the effort. Academic papers in many disciplines routinely
use and report results using R. In addition, the open-source nature of the software means that users
have added extra functionality by writing packages to broaden R’s capabilities. There are currently
over 18,000 packages that, together with useful links and information, can be found at the official
R distribution site, CRAN: https://cran.r-project.org/.

This book is contingent upon the existence of R. Those involved are too numerous to mention,
but we are hugely grateful to all involved in its creation and continuing evolution. When you use R,
R packages (e.g. spatstat), and RStudio, please cite them. Up-to-date citation details for each
of these can be found by typing the following in R, respectively:

citation ()
citation ("spatstat")
RStudio.Version ()

Elinor Jones
Simon Harden

Michael J. Crawley
August 2022

https://www.wiley.com/go/jones/therbook3e.
https://cran.r-project.org/
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