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End-to-End Hierarchical Approach 
for Emotion Detection in Short Texts 

Georgios Hadjiharalambous, Kacper Beisert, and Joemon M. Jose 

1 Introduction 

Emotion significantly affects our decision-making process and plays an important 
role in our daily lives. As large amounts of textual documents are being created and 
circulated, there is a need to understand the sentiments and emotional orientation 
of the text. Real-life applications, such as reputation management, human–computer 
interaction, or understanding social responses to events [1], would benefit from emo-
tion classification. Hence, the task of automatic identification of distinct emotions 
expressed in a text has been gaining increased attention by researchers [2–7]. The 
focus of emotion classification is to classify each sentence into one or several cate-
gories within a predefined emotion set. 

In the last decade, a considerable amount of research has been directed at detect-
ing sentiments in text, and several effective approaches have been developed [1]. 
However, emotion classification continues to pose a significantly greater challenge, 
especially in short texts. Social media streams, e.g., Twitter, generate vast amounts 
of real-time data, making them an important study area. Tweets are a maximum of 
280 characters in length and are considered to capture meaningful and informative 
messages of the sender, which often contain indicators of emotions expressed by 
their senders. Detecting emotions in such short texts is a challenging issue, and few 
studies have aimed at it so far [1, 8, 9]. However, current approaches fail to effectively 
detect emotions from short texts due to the linguistic incompleteness of short social 
media texts. We argue that it is essential to develop an end-to-end model to identify 
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the dominant emotions in short texts, and for this, we need to capture the context, 
sequential nature of the text, and the hidden linguistic nuances of expression. This 
paper developed a hierarchical approach to detecting emotions in short social media 
textual documents. Our contributions are as follows: 

1. We have developed an end-to-end framework in which sentiments and emotions 
are detected in a hierarchical fashion. The framework can incorporate and use any 
state-of-the-art text understanding model. 

2. We have tested our approach on four publicly available datasets and have shown 
that sentiment classification leads to more effective emotion classification. 

2 Emotion Detection 

To represent emotion, a number of models are proposed among which the most 
prominent one is Ekman’s universal emotion model [10], where six basic emotion 
types were identified: anger, disgust, fear, happiness, sadness, and surprise. Since 
then, a number of alternative models are being proposed, for example, the circumplex 
model of Russel proposes two dimensions of mood: valence and activity and the 
OCC model suggests 22 emotional states. Similarly, Bollen et al. [11] extracted 
six dimensions of affections including tension, depression, anger, vigor, fatigue, 
and confusion. These different models highlight the variability in the application of 
textual emotion identification and potential ambiguity in identifying emotional states 
especially those in textual documents. The challenges in detecting and classifying 
emotions in social media text include casual writing style of text; semantic ambiguity 
of text messages; fuzzy boundaries of emotion classes; difficulty of generating labels; 
numerous emotional states; and inconsistent annotations [12]. 

Conventional machine learning approaches have been widely used to detect sen-
timent and emotions in text documents [9, 12]. In general, these approaches follow a 
similar pattern: Given a collection of documents, handcrafted features are extracted 
and models are trained and tested. Typically used features include bag-of-words fea-
tures, lexicon, attributes from Knowledge Bases (KBs), and syntactic features of a 
given text (sentence or document). Wang et al. [9] used n-gram and part-of-speech 
features as well as several different lexicons and show that best results are produced 
when unigram, bigram, lexicons, and part-of-speech features are combined together. 

Recently, a number of deep learning models have been applied to sentiment anal-
ysis and emotion classification. Recurrent Neural Network models and their variants 
have been applied extensively for emotion classification tasks, especially to capture 
sequential nature of text and the relationships between different words. Kumar et al. 
introduced a model [13] in which they claim emotion analysis improved sentiment 
classification. They used a distributed thesaurus to identify similar words and then 
used a two-layer attention model with a bidirectional LSTM representation. Unlike 
their work, our aim is to detect emotion in short text. Similarly, Gazi et al. [14] pro-
posed a hierarchical approach involving emotion, neutrality, and polarity. However,



End-to-End Hierarchical Approach for Emotion … 3

they worked with a two-stage process whereas we model this as an end-to-end deep 
learning approach. In addition, our experiments cover four large datasets, whereas 
Ghazi et al. used two smaller datasets. 

In [8], Seyeditabari et al. proposed a GRU-based classifier for emotion detection 
from short text. They used fastText word embedding for each word in the input text 
and a bidirectional GRU to produce an intermediate representation. They used a 
max-pooling layer to extract the most important features from the GRU output and 
an average-pooling layer to create a generalized hidden representation for the text as 
a whole. The outputs of these layers were concatenated together to produce a final 
representation, which was then passed through a feed forward network with a final 
sigmoid layer to generate the classification output. Their experiments have shown 
superior performance for their proposed model over the state-of-the-art models in 
identifying emotion from short texts. However, their approach is used to train seven 
separate binary classifiers, which are then trained in a One-Versus-Rest fashion. 
However, we argue that we need an end-to-end classifier which can approach this 
problem from a multiclass perspective. Similarly, Chauhan et al. [15] proposed a 
multi-attention mechanism for detecting emotion from a multi-modal collection. 

Summary: State-of-the-art approaches for short text emotion classification are lim-
ited [8, 16, 17] and have the following limitations: The performance of these models 
are poor; they fail to capture the context and sequential nature of text effectively 
[9]; and they often use a binary classification (instead of multiclass classification) 
approach to emotion detection [8, 13]. 

3 Hierarchical Approach 

Given the fact that sentiment classification can achieve 80+% accuracy, it is our 
conjecture that sentiment classification will improve emotional classification, where 
current models’ performance is less than 60% [9]. Hence, we propose a hierarchical 
approach: The first layer detects the sentiments and the second layer detects the 
emotions. The proposed hierarchical approach to text emotion detection is based on 
the idea that basic emotions can be grouped into more general class sets depending 
on their inherent semantic features (e.g., positive and negative emotions). These class 
sets and their component emotion classes can then be arranged hierarchically based 
on the semantic relationships between them. The hierarchical emotion structure used 
in our research as an abstract guide1 is shown in Fig. 1. 

Essentially, the hierarchical approach aims to exploit sentiment analysis to 
improve the effectiveness of emotion detection. Instead of classifying the input text 
directly into one of the considered emotion classes, the proposed method follows 
the hierarchical structure by first identifying its sentiment. The input text is then 
assigned into one of the emotion classes belonging to that branch of the hierarchy. 
If the input’s sentiment is categorized as positive, then it is classified into one of the 

1 Our main experiments use only one positive emotion class.
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Fig. 1 The proposed hierarchical structure for emotion 

positive classes. Conversely, if the input’s sentiment is categorized as negative, then 
it is classified into one of the negative classes. By following the hierarchical struc-
ture, we are able to separate the instances of positive and negative emotion classes 
early in the classification process and with higher accuracy compared to the standard 
flat classification approaches. This reduces the proportion of instances of negative 
classes that get misclassified into a positive class and vice versa. Consequently, the 
overall classification performance is improved. 

Our overall approach, instantiated with a BiLSTM, is shown in Fig. 2. In our 
approach, the input text is first processed in the embedding layer to generate an 
appropriate word embedding representation (Part A). This embedding fed directly 
into section Bi (Part B & C), which is responsible for binary (positive/negative) emo-
tion classification (i.e., sentiment analysis). Based on the results of Bi, the embedding 
fed into section PMul (top branch) and NMul (bottom branch) concerns multiclass 
positive and negative emotion classification. Please note our adopted emotion repre-
sentation [18] recognizes only a single positive emotion class (happiness), so we can 
classify it directly from the output of section Bi. Hence, in our main experiments we 
have no PMul branch. The hidden state embedding vector for the input text is passed 
through a separate dense layer (Part B), after which an appropriate activation func-
tion is applied (Part C) depending on the classification section (sigmoid for section 
Bi and log-softmax for section NMul). As a result, each section produces an output 
(OutputBi or OutputNMul) corresponding to its respective classification task. The 
generated outputs contain the predicted class labels (OutputBi : positive or negative, 
OutputNMul : anger, fear, or  sadness.) for the provided input text. 

Emotion class labels vary between datasets. To make consistent comparisons, 
we make use of four emotion class labels. Jack et al. [18] recently specified four 
Universal emotions: anger, happiness, fear, and sadness. However, our framework 
can be reused to extend emotion classes, positive or negative, as shown later. 

if OutputBi == "Positive" then 
OutputFinal  = "Happiness" 

else 
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Fig. 2 Hierarchical architecture with a BiLSTM model 

OutputFinal  = OutputNMul  

end if 

3.1 Loss Combination 

We use 2 separate loss functions in our hierarchical framework with single positive 
emotion class: binary cross-entropy for the binary sentiment classification (Bi) and 
negative log-likelihood for the multiclass negative emotion classification (NMul). 
The per-section loss is calculated by applying the selected loss function to the classi-
fication output of its corresponding section. However, during training we minimize 
the total model loss, which is defined as the sum of per-section losses. 

LT = L1(OutputBi) + L2(OutputNMul) (1) 

Here, LT denotes the total model loss, while L1 and L2 represent the loss functions 
applied to the classification outputs of their corresponding sections.2 This approach to 

2 L2 component will be repeated in case of multiple positive emotions for PMul.
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loss optimization allows the model to learn by considering the losses of its component 
classification sections both individually (as per-section losses) and collectively (as 
total model loss). It is possible to investigate optimal weight combination; however, 
in this work we used the same weight for both as this is still an initial investigation 
of the hierarchical model’s behavior. 

3.2 Instantiating the Approach with the State-of-the-Art 
Models 

We have used the following baseline models: The Self-Attentive Sentence Embed-
ding (SASE) model [19] consists of a BiLSTM-based neural network supported by a 
self-attention mechanism; The Bidirectional GRU (BiGRU) model [8] consists of a 
BiGRU-based neural network with concatenated average-pooling and max-pooling 
layers; and pretrained Bert-based model with 12 layers [20]. In this section, we will 
provide the instantiation of the SASE model. 

Given an input text S = (w1, w2, . . . , wn) with n words, each word is represented 
by a word embedding of size s. The output of the embedding layer is then forwarded 
to the bidirectional LSTM layer. This layer is essential to the model, as it allows it to 
understand and learn the context of the input text in both directions. The bidirectional 
LSTM produces a hidden state vector for each word in the input text. More formally, 
the generated hidden state vector for the i th word, after concatenating the forward 
and backward pass hidden state vectors for each of the n words in the input text, is of 
the form: hi = hi f ⊕ hib . Thus, the hidden state matrix H with a shape of (n, 2d) is 
produced, where d denotes the hidden dimension of the bidirectional LSTM layer, 
H = [h1, h2, . . . ,  hn]. 

Attention weight vector a is calculated by applying several transformations (rep-
resented by the 2 dense layers followed by the softmax layer in the architecture of 
the SASE model) to the hidden state matrix H : a = softmax(w2 tanh(W1 H T )). 

The hidden state embedding vector m of the input text is then calculated as a 
weighted sum of the hidden state vectors comprising the matrix H, m = aH . The  
idea is to identify multiple aspects that collectively express the semantics of the 
whole text into vectors. The SASE model generates an attention weight matrix A of 
p such vectors, each focusing on a different part of the input. Thus, we have A = 
softmax(W2 tanh(W1 H T )). The hidden state embedding matrix M (corresponding 
to the hidden state embedding vector m described earlier) is then calculated through 
the multiplication of the attention weight matrix A and the hidden state matrix H , 
giving M = AH. The final classification output is produced through the application 
of a sigmoid function. Similar to this approach, BiGRU and Bert-based models are 
applied instead of SASE model for our experiments, with the ability of any SOTA 
text understanding model to to be also used, creating hierarchical models each with 
its unique structure and capabilities.
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Table 1 The statistics of the datasets—percentage of samples per emotion class and total number 
of samples 

Dataset Anger (%) Fear (%) Sadness (%) Happiness (%) Total 

CF 6.5 42 25.7 25.8 20,062 

TEC 9.5 17.1 23.3 50.1 16,429 

Wang 27.0 6.7 30.6 35.7 1,078,878 

Vent 10.6 12.4 48.2 28.8 2,259,748 

4 Experiments 

Datasets: For the evaluation, we use four different datasets, each with its own unique 
characteristics. The CrowdFlower (CF) was annotated by humans using crowdsourc-
ing, and it is considered a noisy and difficult dataset [8]. Wang et al. [9] created a 
large dataset by annotating tweets using the hashtags present in the tweets. The twit-
ter emotion corpus (TEC) [21] was also annotated using hashtags. The Vent dataset 
[22] uses data from the Vent social network, spanning from 2013–2018, where each 
user states its current emotional situation. This experimentation and use of Vent data 
is the first for the specific dataset, and we aim to create and establish benchmarks 
for the research community concerning text classification into emotions. All datasets 
are annotated with a lot different emotion labels, and to facilitate comparisons, we 
only use 4 basic emotion classes—happiness, sadness, fear, and anger [18]. Table 1 
summarizes the statistics of each dataset. 

Evaluation Protocols: We used a random set of training and testing samples split 
at 80% and 20%, respectively, and we run each experiment 10 times. A balanced 
training/testing size for each sentiment class is created, so as to avoid any biases. We 
use accuracy, recall, precision, and F1 score as our evaluation metrics. 

Experimental Parameters: During our experiments, we used Glove word embed-
dings [23] of sizes 50 and 300 for SASE [24] and BiGRU [8], respectively, since 
they give the best performance. We set the maximum length of a text to 35 words, as 
tweets are usually short and use padding with zeros if a text is bigger. The number of 
epochs during training ranged from 5 to 10 epochs for all three models. The size of 
the vocabulary for SASE and BiGRU was set to 25,000 words. For the Bert model, 
we used the Bert-based implementation, which has its own special embeddings and 
does not require a limited word vocabulary. 

4.1 Results and Discussion 

We report the overall results for all models evaluated using the datasets with 4 
emotions—“Happiness,” “Anger,” “Fear,” and “Sadness,” shown in Table 2. Hier-
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Table 2 The overall results for multiclass classification 

Model Metric CF TEC Wang Vent 

Bert Accuracy 0.535 0.649 0.649 0.675 

Precision 0.530 0.651 0.650 0.678 

Recall 0.535 0.649 0.649 0.675 

F1 0.532 0.650 0.649 0.676 

Bert-H Accuracy 0.642 0.706 0.711 0.730 
Precision 0.639 0.704 0.710 0.737 

Recall 0.642 0.706 0.711 0.730 

F1 0.640 0.704 0.710 0.733

SASE Accuracy 0.450 0.564 0.551 0.597 

Precision 0.461 0.574 0.553 0.607 

Recall 0.450 0.564 0.551 0.597 

F1 0.453 0.564 0.551 0.596 

SASE-H Accuracy 0.559 0.632 0.618 0.662 
Precision 0.575 0.636 0.625 0.685 

Recall 0.559 0.632 0.618 0.662 

F1 0.563 0.633 0.621 0.670 

BiGRU Accuracy 0.477 0.563 0.558 0.615 

Precision 0.482 0.574 0.562 0.619 

Recall 0.477 0.563 0.558 0.615 

F1 0.476 0.562 0.557 0.614 

BiGRU-H Accuracy 0.530 0.607 0.616 0.622 
Precision 0.554 0.629 0.632 0.655 

Recall 0.530 0.607 0.616 0.622 

F1 0.525 0.611 0.618 0.629 

The underlined results show the best model for each dataset. Bold demonstrates statistical signifi-
cance for each individual model between its hierarchical method and without it, respectively 

archical models were named with the extension “-H” after the model’s name. The 
underlined results show the best model for each dataset. Bold results demonstrate 
statistical significance for each individual model between its hierarchical method 
and without it, respectively. 

We compare our performance with the state-of-the-art emotion detection models. 
BiGRU [8], SASE [24], and pretrained transformer model—Bert [25] are trained to 
the downstream task of emotion classification. As shown in Table 2, the respective 
hierarchical methods achieve better results than its vanila variation. Bert hierarchical 
model shows an increase of at least 6% for all metrics and datasets. Statistical tests 
(t-test) show that all hierarchical methods are significantly better than their simple 
variations (p-values < 0.023). Overall, Bert hierarchical approach gives superior 
performance. 

We can also observe that all models that use Bert can achieve substantially better 
results than both the BiGRU and SASE. There is an increase of about 5% in all
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metrics and datasets used, for both Bert-based models compared to both BiGRU and 
SASE. This was expected as Bert is built in such a way to understand and capture 
the underlying meanings of words and sentences through their context accurately. 
Besides this, Bert is a massive model with large depth (12 layers of transformer 
blocks) and is also trained on a massive corpus, compared to the training set used for 
BiGRU and SASE. 

Multiple positive emotions: To explore the behavior of the hierarchical method, 
we conducted experiments with more than one positive emotion class (as shown in 
Fig. 2 where the architecture has one more layer for positive classification compared 
to the first experiment). Wang and Vent datasets have additional emotion classes, 
and hence, we used “Love” and “Thankfulness” as extra positive emotions called 
3POS (3 positive and negative emotion classes). Similarly, we created a 2POS sce-
nario with two positive classes “Love” and “Happiness,” and three negative classes 
(“Anger”, “Fear,” and “Sadness”). With these two additional datasets, we can explore 
and understand the role of the number of negative/positive emotion classes and the 
balance between them while using the hierarchical method. In Table 3 are the results 
for our models evaluated on Wang and Vent datasets consisting of extra positive 
emotions. The results from both datasets demonstrate that Bert-based models are 
the best among the three models, as expected from the previous results too. Bert’s 
models show a difference of near 10% and 8% in all metrics for Wang and Vent, 
respectively, compared to BiGRU and SASE. These major improvements once again 
prove the expressive power and capabilities that models such as Bert have. 

With the said experimentation, we have the following results. On the Wang dataset, 
Bert-H (hierarchical) had consistent increase of about 2% on F1 and accuracy over 
simple Bert model on both scenarios. However, for the Vent data, Bert-H results 
were almost identical or slightly better than simple Bert (difference of F1 less than 
1%). SASE-H model shows an increase of 1% in all metrics for both Wang and Vent 
2POS setting as well as an increase of 2% in F1 on Vent 3POS compared to simple 
SASE model. However, on Wang 3POS scenario it exhibits a decrease of close to 
0.5% F1 over its simple model. BiGRU-H model demonstrated a decrease of 1% and 
2% in F1 score, respectively, for both 2POS and 3POS settings, compared to simple 
BiGRU. Overall, the hierarchical model performance improvements decreased when 
we consider more than one positive emotion class. We believe this is due to cross-talk 
between positive emotion classes, which we will explore below. 

We observe no noticeable difference between the results produced by these mod-
els for data arrangements 3POS and 2POS. This is surprising, as the expected effect 
of reducing the number of considered emotion classes would be the general increase 
in classification performance, given the resulting increase in base random accuracy. 
The results suggest that there is a significant semantic overlap between the removed 
positive emotion class (“Thankfulness”) and the remaining two in the 2POS, given 
that its removal did not improve the classification performance greatly. As doc-
umented in [26, 27], “people rarely describe feeling a specific positive emotion 
without also claiming to feel other positive emotions”. As a result, the potential per-
formance improvement introduced by the binary (positive/negative) emotion classifi-
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Table 3 The overall results for multiclass classification with multiple positive emotion classes 
(3POS and 2POS) on Wang and Vent dataset 

3POS 2POS 

Model Metric Wang Vent Model Metric Wang Vent 

Bert Accuracy 0.588 0.579 Bert Accuracy 0.602 0.619 

Precision 0.589 0.583 Precision 0.603 0.621 

Recall 0.588 0.579 Recall 0.602 0.619 

F1 0.588 0.579 F1 0.602 0.619 

Bert-H Accuracy 0.599 0.580 Bert-H Accuracy 0.619 0.623 

Precision 0.598 0.583 Precision 0.620 0.629 

Recall 0.599 0.580 Recall 0.619 0.623 

F1 0.599 0.580 F1 0.619 0.624

SASE Accuracy 0.494 0.483 SASE Accuracy 0.499 0.535 

Precision 0.497 0.493 Precision 0.501 0.544 

Recall 0.494 0.483 Recall 0.499 0.535 

F1 0.494 0.482 F1 0.499 0.537 

SASE-H Accuracy 0.491 0.506 SASE-H Accuracy 0.513 0.546 

Precision 0.489 0.513 Precision 0.513 0.556 

Recall 0.491 0.506 Recall 0.513 0.546 

F1 0.488 0.506 F1 0.511 0.548 

BiGRU Accuracy 0.496 0.512 BiGRU Accuracy 0.505 0.555 

Precision 0.499 0.519 Precision 0.509 0.560 

Recall 0.496 0.512 Recall 0.505 0.555 

F1 0.495 0.512 F1 0.505 0.555 

BiGRU-H Accuracy 0.475 0.491 BiGRU-H Accuracy 0.498 0.542 

Precision 0.478 0.501 Precision 0.502 0.552 

Recall 0.475 0.491 Recall 0.498 0.542 

F1 0.475 0.492 F1 0.496 0.543 

The underlined results show the best model for each dataset. Bold demonstrates statistical signifi-
cance for each individual model between its hierarchical method and without it, respectively 

cation section of the hierarchical model is reduced when the model has to distinguish 
between 2 or more, highly semantically similar emotion classes. To sum up, due to 
the high semantic similarity of “Love,” “Thankfulness,” and “Happiness,” the per-
formance improvements of hierarchical model decrease, when we consider multiple 
positive emotion classes. This opens up the need for creating more accurate test data, 
as unlike visual domain [10, 18], basic emotions in text data are not explored.
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5 Conclusion 

In this paper, we propose a novel end-to-end hierarchical approach to detect emotions 
in short text documents and evaluated it on four datasets. Our hierarchical approach 
can be instantiated with any of the state-of-the-art model, and we demonstrated with 
three state-of-the-art neural models (BiGRU [8], SASE [24], and Bert [25]). Our 
experiments clearly show the significant improvements brought in by the hierarchi-
cal approach. We have established strong baselines on these four datasets which can 
be used for comparison purposes in future research. We have also experimented with 
multiclass positive emotion categories. This helped us to understand the effect of 
the number of emotion classes within the hierarchical approach. Additionally, we 
have shown that the semantic overlap between the positive emotion classes affects 
the performance of the hierarchical approach and there is a need to develop appro-
priate test datasets. Nonetheless, the hierarchical approach we propose demonstrated 
great performance improvements and these observations are an encouraging first step 
toward the understanding and general adoption of this approach. 
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Towards an Enhanced Understanding 
of Bias in Pre-trained Neural Language 
Models: A Survey with Special Emphasis 
on Affective Bias 

Anoop K. , Manjary P. Gangan , Deepak P. , and Lajish V. L. 

1 Introduction 

Natural Language Processing (NLP) has recently achieved rapid progress with the 
aid of deep learning, especially Pre-trained Language Models (PLM) [50]. Large 
PLMs like BERT [31], GPT [87], etc., are highly efficient at capturing linguistic 
properties and producing representations of text with semantic and contextual infor-
mation. Inclusion of contextual representations has led large PLMs to become popular 
towards addressing many downstream tasks such as Question Answering, Sentiment 
Analysis, and Neural Machine Translation [86]. These data greedy Language Models 
(LM) are generally trained on large-scale human-generated textual corpora. However, 
since ancient days, language has functioned as a channel to express and propagate 
unfairness toward marginalized social groups and assign power to oppressive insti-
tutions [29]. It is often very hard to analyze the quality of data in large corpora in 
context of such oppressive nature of language [117]. Yet, these human-generated tex-
tual corpora can carry plenty of harmful linguistic biases and social stereotypes that 
can lead NLP algorithms to produce unfair discrimination toward socially marginal-
ized populations when deployed in real word [77]. A threatening scenario that was 

The examples provided in this paper may be offensive in nature and may hurt your moral beliefs. 
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