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Preface

In October 2016 at the very specifically named Embassy Suites by Hilton San Fran-
cisco Airport—Waterfront in Burlingame, California the three authors of this book stood
around a cocktail table. We were all Ph.D. students at the time, and we had all come to
realize we were working on roughly the same thing. Some of us called it learning-based
approaches to PCG, some called it machine learned PCG, and some called it automated
game design knowledge acquisition (a name nearly as wordy as the hotel’s). However, we
all understood that we’d hit on something new and exciting.

All of us have graduated since that conversation in that hotel. But, we all still find this
area exciting and are actively working to push it forward. We wrote this book to share
that excitement with you.

This book was a collective effort, not just from the three equally contributing authors.
This book could not exist without the ongoing and vibrant PCG and PCGML community,
both in and outside of academia. Thank you all for your passion, your scholarship, and
your enthusiasm.

Edmonton, Canada
Copenhagen, Denmark
Claremont, USA
July 2022

Matthew Guzdial
Sam Snodgrass

Adam J. Summerville
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1Introduction

This book focuses on Procedural Content Generation viaMachine Learning (PCGML),
the generation of media or content with machine learning techniques [195]. While machine
learning (ML) has been used to generate awide variety of content including visual art, music,
and stories, PCGML (and this book) focus largely on video games. Therefore, we focus on
the types of content specific to video games, such as levels, mechanics, game character art,
sound effects, game narrative, and so forth. Video games are a difficult medium for ML,
due to their complexity and lack of training data as we’ll discuss further below. But this
difficulty is part of what makes the problems in this field so compelling.

PCGML takesmany different forms depending on the kind of content wewish to generate
and the ML technique we apply. But for the purposes of an introduction you can imagine
taking some amount of game content (levels, mechanics, etc.), training anMLmodel on this
data, and then using the trained ML model to generate more content similar to the training
data. This basic, intuitive process approximates many of the techniques discussed in this
book. However, it also demonstrates some core problemswith PCGML.Howdowe generate
content that is not just a small variation on what we already have? How can we ensure the
output has the desired characteristics of the input? What do we do if we don’t have any data,
or only a small amount? And so on.

In this chapter, we’ll introduce the very basic concepts of PCGML in terms of its two
component parts: Procedural Content Generation (PCG) andMachine Learning (ML), along
with a discussion of the relationship between the two. We’ll then discuss a brief history of
PCGML as a means of situating this book in this constantly evolving area, and identify our
intended audience for this book. We’ll end by briefly outlining the rest of this book, and
some various ways to read it. Readers with some expertise in PCGML or a related area may
wish to start with the final section of this chapter.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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2 1 Introduction

1.1 Procedural Content Generation

Procedural Content Generation (PCG) refers to the algorithmic generation of game con-
tent. By game content, we mean the various component parts of a game, including scripts
or game code, levels or maps, character sprites or 3D models, animations, music, sound
effects, and so on. By algorithmic generation we indicate some process or set of rules rather
than typical human creation. Most often “algorithmic” indicates the use of computer code,
and that’s the way we’ll discuss it in this book, but it could involve any set process or rules,
such as generation via cards or dice [55]. PCG can look like the landscapes of Minecraft,
the conversations and dungeons of Hades, or almost everything present in No Man’s Sky.

PCG in the video game industry is most commonly used during development time, when
it is used at all. That means that most PCG is invisible to the players of games. For example,
most modern, open-world games make use of some amount of PCG to create their worlds.
For example, the developers of the often-re-released Skyrim generated the game world’s
landscape with PCG. From there, human developers went back through the landscape,
tweaked it, and added extra content like decorations, 3D models, enemies, quests, and so
on. PCG is sometimes visible to players, particularly when it shows up inside games “at
runtime,” as in the examples of Minecraft, Hades, and No Man’s Sky, though this is less
common.

The exampleswehave given thus far are examples of classical PCG.Classical PCG,which
we will discuss further in Chap.2, relies on classical Artificial Intelligence (AI) methods
like grammars and search [160]. Classical PCG has seen some adoption by the video game
industry, and even in other, related industries. For example, Speedtree, a library that allows
designers to quickly generate many unique 3D treemodels with PCG, has been used inmany
AAA games, and even in Hollywood films like the Avengers series. However, most game
content is made without PCG. In fact, PCG sometimes sinks projects, such as in the case
of Mass Effect: Andromeda, a follow-up to the Mass Effect franchise which lost nearly two
years of development time to an attempt to create a procedural galaxy in which the game
would take place. The issue here is that working with PCG is tricky, it takes specialized
design and algorithmic knowledge, along with buy-in from the entire development team.
Therefore, it can often take more time and resources than just developing the game using
more standard industry practices.

This design and algorithmic knowledge is the core requirement in creating a PCG gen-
erator. Specifically, PCG requires that the user hand-author knowledge to construct their
generator so that it can output the kinds of content the user wants, and not the kinds they
don’t. In a grammar, a developer might need to author chunks of content and rules for how
they fit together. You can think of this like making individual Lego bricks, which can then
be used to create many different structures. In a search-based approach, a developer instead
needs to author a representation of the search space (a space where every point is a piece of
content), neighbor functions defining how to move through that space, and a fitness func-
tion to indicate what high quality content looks like in that space. More on both of these
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types of approaches in Chap.2. Tweaking this knowledge is key to shaping the output of the
algorithm, and is an art in and of itself. As Kate Compton famously put it, it’s difficult to
solve the “10,000 bowls of oatmeal problem” [26]. It’s easy to generate a lot of something,
but it’s tricky to make that something interesting.

Intuitively, we might consider learning this knowledge instead of having to hand-author
it. After all, there’s a large number of existing, high quality games. If we could learn to
design based on the content from these existing games, we might be able to empower more
people to benefit from PCG. This would allow more people to make games, and even for
the creation of new types of games and experiences that would be impossible or impractical
with modern game development practices. For example, consider howmodern “openworld”
games are still limited to a single region, how games could adapt to their players, or even
how players could create their own content for the game as they play. The list goes on, and
we’ll discuss the future potential for PCGML further in Chap.12.

1.2 Machine Learning

Machine Learning (ML) refers to algorithms that “learn” the values of variables from data
or experience. While it’s an AI approach that can lead to amazing things, there has been
a great deal of misinformation spread about machine learning. Essentially, it is just a way
of adapting a function based on data. As a simple example, let’s say we have the function
w ∗ x + b = y. This function takes in an x as an input argument, which should be a number,
and outputs another number y. There are two variables in this function:w and b. Depending
on the values of w and b we’ll get different outputs for different x inputs. If you haven’t
recognized it already, this is just the function to describe a line. If we have enough examples
of x inputs and their associated y outputs, we can approximate what the best values of w
and b would be to match these. We’re approximating a function (w ∗ x + b = y) to match
some training data (our pairs of x’s and y’s). You can see a visualization of this, with slightly
different variable names, in Fig. 3.4.While there’s lots of different kinds ofmachine learning,
and at times the functions can get pretty complicated (to the point where we forget they’re
just functions and we start calling them models), these same basic principles stand. We’ll
focus on machine learning from Chap.3 onward.

Modern ML approaches tend to struggle on a number of types of problems: (1) problems
with low amounts of training data, (2) problems where the data has high variance (a lot
of differences between pieces of data), and (3) problems without clear metrics for success.
PCGML includes all three of these types of problems. There is typically a very small amount
of training data available for a particular kind of game content, in comparison to datasets of
non-game content. ImageNet, a common image classification dataset for machine learning,
contains roughly 1.3 million images. In comparison, there are estimated to only be about
1.2 million published video games available for purchase [185]. Compared to images, video
games are much more complicated and differ much more from one another. Because of
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that, we’d actually expect to need significantly more data to model games compared to
images. Further, across these 1.2 million published video games there’s no consensus about
what makes a good game. This is a positive thing, as different games are better suited to
different people. However, this does mean there are no clear metrics for things like how fun
a particular type of game content might be. This means that, in most cases, we can’t just
optimize for game quality.

The problems that PCGML confronts uswith aren’t just limited to games. In fact, anytime
we want to model the output of individual humans these problems arise, since individuals
can only produce so much data, humans differ from one another, and there’s limited metrics
for replicating human evaluation. Thus, solving these problems for PCGML can allow us to
push the boundaries of what is possible with ML broadly.

1.3 History of PCGML

Procedural Content Generation via Machine Learning (PCGML) is the algorithmic
generation of game content usingmachine learningmethods. Itwas proposed to try to address
problems in PCG and ML, and has enjoyed a great deal of popularity since. However, it’s
still a very young field, and we’ll try to reflect that in this section and throughout this book.

In 2013, Sam Snodgrass and Santiago Ontañón published “Generating Maps using
Markov Chains” the first paper later recognized as an example of PCGML [176]. In it, they
discussed a project training a Markov Chain (a type of probability-based ML model we’ll
discuss more in Chap.6) on Super Mario Bros. levels in order to generate newMario levels.
In this paper, the authors simply referred to their approach as a “learning-based approach to
PCG.” Other level generators had used machine learning as part of the generation process,
such as the level generator of Robin Baumgarten from the 2010 Mario AI Championship
Level Generation track, but this generator still relied on hand-authored chunks of levels, and
sequenced these hand-authored chunks based on an ML analysis of player behavior [157].
Similarly, the Ludi system took in existing game content (in this case whole board games) as
input in order to generate new board games, but no learning occurred [20]. Instead, the sys-
tem recombined the existing games without altering anything about the generation approach
based on the input. That’s why we point to Sam and Santi’s 2013 paper as the beginning of
PCGML.

From 2014 to 2016, a large number of early PCGML systems debuted. A number of
additional Markov Chains methods were published [33, 180]. Researchers began to focus
on the problem of acquiring sufficient training data [59, 200], and the first neural network
PCG experiments were published [77, 198]. At this point, the authors of this book and a large
cadre of other early PCGML researchers began work on a survey paper of this growing area.
Together, we would dub it Procedural Content Generation via Machine Learning [195].

Since the survey paper, PCGML has continued to grow as a research area.WaveFunction-
Collapse, a simple and low-data PCGML approach, began to gain popularity as an approach
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among indie game developers before being picked up by academic researchers [88]. There
were the first attempts at generating entirely novel games with PCGML [63, 150], and at
trying to create PCGML tools for designers [35, 57, 154]. But overall, the fundamental
problems of PCGML remain unsolved, including the problems discussed above and many
more remaining. We will discuss some of these open problems in Chap. 12.

1.4 Who is this Book For?

Our hope is that this book is accessible to PCG practitioners, ML practitioners, and anyone
interested in these topics. The book can be used as the basis for a class, with every chapter
serving as the basis of 1-2 lectures, as an introduction to these topics, or simply as a reference
or guide. Our hope is that this book can demystify ML for those on the game design and
PCG side of things, and make the benefits of applying ML to PCG clear for those on the ML
side of things. For a class, we have written this book to be programming language agnostic,
but it will require at least some understanding of coding. We recommend using this book
for students at least at the undergraudate level, as many of the concepts in the book rely on
fairly complex mathematics, though we’ll do our best to express these clearly. Our hope is
that the individual chapters can serve as a reference and guide for individuals looking to
implement particular PCGML approaches, or for those interested in conducting PCGML
research.

1.5 Who is this Book Not For?

While it may seem natural to some readers, we won’t be covering reinforcement learning for
automated game playing (the technology behind AlphaGo, OpenAI Five, AlphaStar, etc.) in
this book. We will cover how reinforcement learning can be applied to PCG in Chap.10, but
not how to train agents to play or interact with existing content. There are many excellent
resources on this subject, but this is not one of them. We focus on game design problems,
not game playing problems.

We also do not intend this book to be an all encompassing look at Procedural Content
Generation orMachine Learning as individual fields. We instead focus on the intersection of
these two fields. While we’ll introduce concepts from both as they are relevant to PCGML,
if you find you want to dig deeper we recommend seeking out introductory texts on PCG
[160] and/or ML [125].
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1.6 Book Outline

In this section we’ll briefly discuss the chapters of the book and some suggested reading
orders depending on your level of familiarity. If you are already familiar with PCG, you
can safely skip Chap.2. Similarly, if you are already familiar with ML, you can safely skip
Chap.3. We recommend reading Chap.4 regardless of your familiarity with these topics, as
we overview the PCGML project process we’ll use in this book. From there, readers can skip
around as they like depending on their level of familiarity with the chapter topics. However,
newcomers would likely benefit from reading the chapters in order. We recommend ending
withChaps. 12 and 13, regardless of your reading order. The chapterswill cover the following
topics:

• Chapter 2 presents an overview of “classic” approaches to PCG, which do not make use
of machine learning.

• Chapter 3 covers the basic concepts necessary to understand themachine learning aspects
of this book.

• Chapter 4 overviews our process for PCGML projects, along with covering practical
and ethical considerations.

• Chapter 5 focuses on our first PCGML area: ML constraint-based approaches. This
chapter covers the most commonly applied PCGML approaches in industry at the time
of writing.

• Chapter 6 covers our second PCGML area: probabilistic models. These are some of the
simpler PCGML approaches, particularly for those with a background in probability.

• Chapter 7 begins our coverage of deep neural networks (DNNs) for PCGML, starting
with the basics. We recommend reading this chapter before Chaps. 8 and/or 9.

• Chapter 8 covers DNN models for processing sequences like text that can be applied to
PCGML.

• Chapter 9 covers DNN models for processing image-like data structures that can be
applied to PCGML.

• Chapter 10 focuses on our last major PCGML area: PCG via Reinforcement Learning
or PCGRL. This differs significantly from the rest of this book due to not relying on
existing training data.

• Chapter 11 introduces mixed-initiative PCGML, incorporating PCGML into tools for
designers. This is an open problem but with existing applications, which we cover in this
chapter.

• Chapter 12 overviews other open problems in PCGML (at the time of writing). These
topics could serve as the basis for a research project or thesis.

• Chapter 13 ends with our conclusions, some discussion, and a variety of resources for
PCGML practitioners.



2Classical PCG

The other chapters in this book cover a wide range of approaches to procedural content
generation that leverage different machine learning paradigms. Before jumping into the
machine learning-based approaches, we will use this chapter to give a brief introduction
to classical (i.e., non-machine learning-based) PCG approaches to provide context for the
remainder of the book. In particular, wewill introduce and discuss constructive, constraint-
based, and search-based PCG as PCG paradigms that do not rely on machine learning.
Constructive PCG relies on hand-authored rules and functions for assembling new pieces of
content. Constraint-based PCG approaches define what a “valid” piece of content is using
constraints, and use those constraints to find new content. Finally, search-based PCG defines
the space of content, and uses optimization procedures to find high quality content within
that space.

Each of the groups outlined above use unique methods for generating content. For each
of these groups we will highlight the input needed from the user or developer, how that
approach works at a high level, and examples of how related approaches have been or can
be used. Lastly, we will discuss possible connections and extensions to PCGML. However,
beforewe begin discussing these paradigms, wewill give a brief overview of types of content
we might want to generate.

2.1 What is Content?

When hearing about procedural content generation, you may think “What do they mean by
content?” or “What can we generate?” The idealistic answer is that pretty much any part of a
game (be it structural or mechanical) can be considered content or something that we could
try to generate. Everything from game levels to textures to stories to gameplay mechanics
to full games have been procedurally generated. A full categorization of content types is

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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outside of the scope of this book, but there are existing discussions around types of content.
Hendrikx et al. [72] categorize game content hierarchically, starting at the bottomwith game
bits (i.e., the atomic game elements), then up to game spaces (i.e., the environment or world
where the player and agents interact with the game), all the way up to game designs and
through to derived content (i.e., content or information derived from the game, such as
leaderboards). The detailed description provided by Hendrikx et al. makes this paper a good
resource if you want a deeper discussion of content types. In the original PCGML survey
paper [195] we (along with the other authors) instead focused on the representation of the
content. We grouped content (regardless of its function) according to its structure: sequence,
grid, or graph. This categorization could be useful when considering how to represent your
chosen content type, and what implications that might have on the appropriate approach.
Liu et al. [116] use a flat structure of content types: game levels, text, character models,
textures, andmusic and sound. They give an overview of how different machine learning and
especially deep learning methods have been applied across these categories of content; as
such, it is a good resource if trying to decide on an approach or model architecture to use for
a certain type of content. Notice, however, that the same content can be represented in many
different ways, each of which lends itself to certain ML techniques. Similarly, disparate
types of content might be represented in the same way, leading to similar ML applications.
For instance, a level might be represented as an image (like textures), it might be represented
as a sequence (like text), or it might be represented as a collection of content oriented in
space (like a character model). As such, in this book we will tend towards representational
categories (e.g., sequences, grids, graphs).

Categorizing content types can be a useful tool or lens through which to view PCG.
But more importantly, while reading this book try to keep an imaginative mind. When we
introduce a new approach we will give examples of how it has been used, and perhaps how it
could be used in the future, in order to provide context and hopefully deeper understanding of
the technique. But as you read try to also think of new ways the approach could be leveraged
(e.g., new content types, new representations, new applications). PCGML is a young field,
and there is a lot of unexplored space; so keeping an inquisitive eye open as you become
acquainted with the field could lead to the next big innovation!

2.2 Constructive Approaches

Constructive procedural content generation describes the family of approaches that quickly
generate a piece of content using rules and randomness, often in a one-shot fashion [158,
209]. Constructive approaches rely on the encoded design and domain knowledge from the
creator of the approach. The approach then directly uses this encoded knowledge to create
new content. Since these approaches directly rely on the encoded domain knowledge of the
user, they allow the creator a lot of control over the generative process. Additionally, these
approaches tend to be somewhat simple (in the algorithmic and conceptual space), making
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themmore accessible and as such the most common family of approaches used in games. An
example of a conceptually simple approach, is one where the designer creates two segments
for a level, and a rule that says “flip a coin to decide which section should be placed next.”
The encoded knowledge in this situation is the hand-authored level segments as well as the
rule for how to place them. Now, this toy example serves two purposes: to give some insight
into how a simple constructive PCG system might work, and to highlight what is needed
from a human designer of such a system. An important concept to remember here is that
constructive PCG systems are often one-shot generators (i.e., will create a piece of content
without relying on feedback or being expected to further improve on that generated piece).
This has the implication that either (1) the encoded knowledge, rules, etc. need to ensure
that “bad” content cannot be created, (2) the generator needs to be used in scenarios where
low quality content is permissible, or (3) there is a human at the end of the system choosing
the “good” outputs.

The toy example above is not representative of all constructive PCG and the encoded
knowledge used in constructive PCG can take many forms. In the following subsections we
will discuss constructive approaches that leverage an increasing amount of hand-authored
encoded knowledge starting with noise (structured randomness), moving to rules (directly
encoded knowledge), and closing with grammars (more formally structured rule encod-
ings).

2.2.1 Noise

Noise refers to a family of structured random functions. In graphics and PCG noise functions
can be described as functions that give random real values1 in an interval (commonly, 0
and 1) over some domain (i.e., 1-dimensional, 2-dimensional, etc.). White noise is one of
the most commonly known types of noise functions, and can be thought of as sequences
of independent random variables over an interval (e.g., a grid with each value randomly
chosen between 0 and 1) with constant density across all frequencies. In addition to white
noise, there are other types of noise with various properties. For example, while white noise
is uniformly distributed over frequency ranges (i.e., will have quickly changing values and
slowly changing valueswith equal likelihood), pink noise has a denser distribution around the
lower frequency ranges (i.e., slowly changing values are more likely than quickly changing
values). Alternatively, Blue noise has a denser distribution around higher frequency ranges
(i.e., quickly changing values are more likely than slowly changing values). If thinking of
images, pink noise will tend to have smoother transitions between colors, such as going
from a dark to light grey spread over many pixels; blue noise will tend to have transitions
from light and dark more quickly in only 1 or a few pixels; and white noise will have both

1 Here we mean real in the mathematical sense (i.e., a value in R). That is, essentially a continuous
number that can be written with infinite decimal point precision.
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of these patterns occurring. A detailed survey by Lagae et al. [101] covers different types of
noise as used in image processing and graphics.

In the context of constructive PCG, the knowledge being encoded by the designer when
using a noise-based approach, is which noise function has the properties most useful for
the domain and what the sampled noise represents in that domain. Blue noise, because of
how it is sampled and distributed, can be useful for pseudo-randomly distributing objects
somewhat evenly throughout a space or level [2], whereas pink noise might be better suited
to generating landscapes with more slowly changing height values. Below we give a brief
introduction to a few noise-based approaches to texture and terrain modeling, but the reader
is referred to the book by Ebert et al. [41] for a more detailed look at these topics.

Texture and Terrain Synthesis
Noise functions are commonly used in the creation of procedural textures and terrain (or
heightmaps). Specifically, generating natural textures such as wood, marble, and clouds
often rely on the randomness and detail provided by noise functions [101]. Examples of this
can be found as far back as the 1980s in the graphics community where applying noise to
textures led to more realistic looking natural textures [136]. Since then, there has been much
more work in procedural textures and image synthesis using noise functions [6, 80, 102], as
well as in terrain generation [5, 168].

A common extension to noise-based approaches leverages a hierarchical (or multi-
resolution) strategy. In these multi-resolution approaches, noise is sampled at various reso-
lutions and combined together to form the final result. For example, we can use a white noise
function to sample values between 0 and 1 on a 16 × 16 grid (Fig. 2.1 first). Next, we use the
same noise function to sample values between 0 and 0.5 on a larger 32 × 32 grid (Fig. 2.1
second), 0 and 0.25 on a larger 64 × 64 grid (Fig. 2.1 third), and finally 0 and 0.125 on the
largest 128 × 128 grid (Fig. 2.1 fourth). In each of these steps, we double the height and
width of the grid and halve the range of the noise values; this forces the approach to create
different scales of features (i.e., bigger features in the initial grid, and smaller details in the

Fig.2.1 This figure shows sampled noise at different resolutions andmagnitude ranges. The left-most
grid was sampled at a 16 × 16 resolution with a range of 0 to 1, with the values between filled in
with bicubic interpolation. The second grid was sampled at a resolution of 32 × 32 with a range of
0 to 0.5, and interpolated in the same way. The third grid was sampled at a 64 × 64 resolution with
a range of 0 to 0.25, and the fourth grid was sampled at a resolution of 128 × 128 with a range of 0
to 0.125. The final grid is the result of averaging the grids together, which could then be used for a
terrain heightmap or a texture
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larger grids). We then scale up the lower resolution grids (i.e., the 16 × 16, the 32 × 32, and
64 × 64 grids) to the full size (i.e., the 128 × 128) by interpolating the values between the
sampled points. Lastly, we combine the values at each position together, which gives us a
texture or terrain with features at different levels of granularity (Fig. 2.1 last). In our case,
we averaged the values together, but adding and normalizing is also common. This final
grid can be used as a heightmap for terrain where brighter pixels are higher altitudes and
the darker pixels are lower altitudes. We could even translate the darkest pixels to water or
being below sea level.

2.2.2 Rules

Rule-based PCG techniques are a subset of constructive approaches that create content by
leveraging a set of manually-defined rules, and often rely on either designer-created chunks
of content or designer-created templates. Rule-based PCG systems are among the most
commonly used PCG approaches in commercial games due to the high amount of control
and designer input they are able leverage.

For example, we can imagine a scenario where a designer has created a set of different
rooms that a player might interact with and investigate. Some of these rooms might require
the player’s character to fight enemies, some might have treasure chests, some might allow
the player’s character to purchase items, and some might have special events that get trig-
gered when the player enters. The designer doesn’t want the players to experience the same
sequence of rooms every time, and so instead of placing the rooms in a set layout, they devise
some rules for how the rooms can be laid out (e.g., only place 1 treasure room in the map,
don’t place more than 5 combat rooms near each other, don’t place extra strong enemies
too early in the map, only allow certain types of events under different scenarios, etc.) This
rule-based constructive PCG approach relies on the designer encoding their knowledge and
desires for the game into smaller content blocks (rooms) as well as into the rules for how to
place the content blocks. This is a fairly common approach in rule-based PCG approaches,
and in fact, the deckbuilding game Slay the Spire, and the dungeon crawling game Hades
follow approaches similar to this for generating their maps.

As another example, in No Man’s Sky each of the planets in the universe are procedurally
generated along with their associated biomes and lifeforms.No Man’s Sky uses a “blueprint”
system, where hundreds of basic templates for animals, plants, etc. are first defined by artists
and designers. Then during the generation of a planet, the biomes and environment are first
created using a set of rules. The planet and its biomes are then populated with instantiations
of the base templates for animals and plants. The instantiations are also made using a set
of rules to ensure consistency across creatures/biomes/plants/color palettes/etc. In this case
the designers and artists encode their knowledge into various templates, content blocks, and
systems of rules, but encoding rules and creating templates can be very difficult to get right.
This can be seen with the improvement of No Man’s Sky post-release, partially due to the
designers tuning the rules and templates.


