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Preface to the Second Edition

The second edition contains three new chapters, and the old chapters have been revised, updated, and, in many cases, expanded. The approximate correspondence between the chapters in the first and second editions is summarized in Table 1. These are the main changes in the second edition:

- The structure of the book has become clearer. Now it is divided into four parts, the first two dealing with prediction under the assumption of randomness, the third part devoted to testing the assumption of randomness, and the fourth devoted to prediction under generalized randomness.
- A new chapter, Chap. 7, has been added in Part II. It treats a new subject, conformal predictive distributions and their application to decision-making.
- The part of the book devoted to testing (Part III) has been greatly expanded. It has two new chapters, Chaps. 9 and 10.
- Sections 3.2–3.5 of the first edition have been removed, since they are based on criteria of efficiency for conformal prediction different from the ones that we recommend in the second edition. This material has been replaced by a thorough analysis of various criteria of efficiency (Sect. 3.1 in the second edition).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>The chapters in the second edition (from 1 to 13) and their counterparts in the first edition (given in parentheses, from 1 to 10); “corr. to” stands for “roughly corresponds to”</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 (corr. to 1)</td>
</tr>
<tr>
<td></td>
<td>2 (corr. to 2)  3 (corr. to 3)  4 (corr. to 4)</td>
</tr>
<tr>
<td>Part I</td>
<td>5 (corr. to 5)  6 (corr. to 6)  7 (new)</td>
</tr>
<tr>
<td>Part II</td>
<td>8 (corr. to 7)  9 (new)  10 (new)</td>
</tr>
<tr>
<td>Part III</td>
<td></td>
</tr>
<tr>
<td>Part IV</td>
<td>11 (corr. to 8)  12 (corr. to 9)  13 (corr. to 10)</td>
</tr>
</tbody>
</table>

xvii
• We have simplified the definition of validity of Venn prediction (Chap. 6 of the second edition, corresponding to Chap. 6 of the first edition). The price to pay is that our new notion of validity is much more basic; however, it is also more accessible to readers who are not familiar with game-theoretic probability [317, 320].

The development of the theory of conformal prediction has been active, especially over the last several years. The goal of covering all new developments would have been too ambitious, and in the new edition, we concentrated on the work (often our own) that is most closely connected with the material of the first edition. Some of the new developments are briefly described in a new section, Sect. 13.5.
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Preface to the First Edition

This book is about prediction algorithms that learn. The predictions these algorithms make are often imperfect, but they improve over time, and they are hedged: they incorporate a valid indication of their own accuracy and reliability. In most of the book we make the standard assumption of randomness: the examples the algorithm sees are drawn from some probability distribution, independently of one another. The main novelty of the book is that our algorithms learn and predict simultaneously, continually improving their performance as they make each new prediction and find out how accurate it is. It might seem surprising that this should be novel, but most existing algorithms for hedged prediction first learn from a training dataset and then predict without ever learning again. The few algorithms that do learn and predict simultaneously do not produce hedged predictions. In later chapters we relax the assumption of randomness to the assumption that the data come from an online compression model. We have written the book for researchers in and users of the theory of prediction under randomness, but it may also be useful to those in other disciplines who are interested in prediction under uncertainty.

This book has its roots in a series of discussions at Royal Holloway, University of London, in the summer of 1996, involving AG, Vladimir Vapnik and VV. Vapnik, who was then based at AT&T Laboratories in New Jersey, was visiting the Department of Computer Science at Royal Holloway for a couple of months as a part-time professor. VV had just joined the department, after a year at the Center for Advanced Study in Behavioral Sciences at Stanford. AG had become the head of department in 1995 and invited both Vapnik and VV to join the department as part of his programme (enthusiastically supported by Norman Gowar, the college principal) of creating a machine learning centre at Royal Holloway. The discussions were mainly concerned with Vapnik’s work on support vector machines, and it was then that it was realized that the number of support vectors used by such a machine could serve as a basis for hedged prediction.

Our subsequent work on this idea involved several doctoral students at Royal Holloway. Ilia Nouretdinov has made several valuable theoretical contributions. Our other students working on this topic included Craig Saunders, Tom Melluish, Kostas Proedrou, Harris Papadopoulos, David Surkov, Leo Gordon, Tony Bellotti,
Daniil Ryabko, and David Lindsay. The contribution of Yura Kalnishkan and Misha Vyugin to this book was less direct, mainly through their work on predictive complexity, but still important. Thank you all.

GS joined the project only in the autumn of 2003, although he had earlier helped develop some of its key ideas through his work with VV on game-theoretic probability; see their joint book—*Probability and Finance: It's Only a Game!*—published in 2001.

Steffen Lauritzen introduced both GS and VV to repetitive structures. In VV’s case, the occasion was a pleasant symposium organized and hosted by Lauritzen in Aalborg in June 1994. We have also had helpful conversations with Masafumi Akahira, Satoshi Aoki, Peter Bramley, John Campbell, Alexey Chervonenkis, Philip Dawid, José Gonzáles, Thore Graepel, Gregory Gutin, David Hand, Fumiyasu Komaki, Leonid Levin, Xiao Hui Liu, George Loizou, Zhiyuan Luo, Per Martin-Löf, Sally McClean, Boris Mirkin, Fionn Murtagh, John Shawe-Taylor, Sasha Shen’, Akimichi Takemura, Kei Takeuchi, Roger Thatcher, Vladimir V’yugin, David Waltz, and Chris Watkins.

Many ideas in this book have their origin in our attempts to understand the mathematical and philosophical legacy of Andrei Nikolaevich Kolmogorov. Kolmogorov’s algorithmic notions of complexity and randomness (especially as developed by Martin-Löf and Levin) have been for us the main source of intuition, although they almost disappeared in the final version. VV is grateful to Andrei Nikolaevich for steering him in the direction of compression modelling and for his insistence on its independent value.

We thank the following bodies for generous financial support: EPSRC through grants GR/L35812, GR/M14937, GR/M16856, and GR/R46670; BBSRC through grant 111/BIO14428; MRC through grant S505/65; the Royal Society; the European Commission through grant IST-1999-10226; NSF through grant 5-26830.
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Notation and Abbreviations

Sets, Bags, and Sequences

∅                   The empty set
N                   The positive integer numbers, {1, 2, ...}
N₀                  The nonnegative integer numbers, {0, 1, ...}
Z                   The integer numbers
Q                   The rational numbers
R                   The real numbers
Rₚ                  The extended real numbers, R ∪ {−∞, ∞}
{z₁, ..., zₙ}       Set (each element enters only once)
{z₁, ..., zₙ}       Bag (can contain more than one copy of the same element); Sect. 2.2.1
(z₁, ..., zₙ)       Sequence (the parentheses and commas may be omitted)
□                    The empty sequence
[a₁, ..., aₙ]       The set of all infinite continuations of a finite sequence a₁, ..., aₙ
|A|                  The size of a set or bag A
Zⁿ                   The set of all sequences of elements of Z of length n
Zⁿ(ₙ)               The set of all bags of elements of Z of size n
Z*                  The set of all finite sequences of elements of Z
Z*(*)               The set of all bags (always finite) of elements of Z
Z∞                   The set of all infinite sequences of elements of Z
Z²                   The set of all subsets of a set Z
Y²                   The set of all functions of the type X → Y

Stochastics

P                    Probability
E                    Expectation
\[ \mathbf{P}(Z) \text{ The set of all probability distributions on } Z \text{ (measurable space)} \]
\[ \mathbf{B}_\delta \text{ The Bernoulli distribution on } \{0, 1\} \text{ with parameter } \delta: \mathbf{B}_\delta\{1\} = \delta \text{ and } \mathbf{B}_\delta\{0\} = 1 - \delta \]
\[ \text{Ber}(\pi) \text{ The power distribution } \mathbf{B}_\infty^{\pi} \text{ on } \{0, 1\}^\infty \]
\[ \mathbf{U} \text{ The uniform distribution on } [0, 1] \]
\[ \mathbf{N}_{\mu, \sigma^2} \text{ The normal distribution on } \mathbb{R} \text{ with mean } \mu \text{ and variance } \sigma^2 \text{ (often written as } \mathbf{N}(\mu, \sigma^2) \text{)} \]
\[ \Phi \text{ The distribution function of the standard normal distribution } \mathbf{N}_{0,1} \]
\[ \phi \text{ The density function of the standard normal distribution } \mathbf{N}_{0,1} \]
\[ t_{\delta,n} \text{ The } (1 - \delta)\text{-quantile of the } t\text{-distribution: } \mathbb{P}\{\xi \geq t_{\delta,n}\} = \delta, \text{ where } \xi \text{ has Student’s } t\text{-distribution with } n \text{ degrees of freedom} \]
\[ z_\delta \text{ The } (1 - \delta)\text{-quantile of the standard normal distribution: } \mathbb{P}\{\xi \geq z_\delta\} = \delta, \text{ where } \xi \text{ has the normal distribution } \mathbf{N}_{0,1} \]
\[ Q_X \text{ Marginal distribution of } Q \text{ on } X \text{ (Sect. 3.1.4)} \]
\[ Q_{Y|X} \text{ Conditional } Q\text{-distribution on } Y \text{ given } x \in X \text{ (Sect. 3.1.5)} \]
\[ \Omega \leftrightarrow Z \text{ Markov kernel from } \Omega \text{ to } Z \text{ (Sect. A.4)} \]
\[ P f^{-1} \text{ The image of } P \text{ under a mapping } f \text{ (Sect. A.1.1)} \]
\[ \rho \text{ Variation distance between probability distributions (Sect. 7.6)} \]
\[ \xrightarrow{\text{law}} \text{ Convergence in law (Sect. A.1.2)} \]

**Machine Learning**

- **X** Object space (Sect. 2.1.1)
- **Y** Label space, \(|Y| > 1\) (Sect. 2.1.1)
- **Z** The example space (\(Z = X \times Y\), Sect. 2.1.1)
- **H** Feature space (with the feature mapping \(F: X \rightarrow H\); Sect. 2.3.4)

**Programming**

- \(+\) is used in the sense of Python: \(a += b\) is equivalent to \(a := a + b\)
- \(-\) \(a -= b\) is equivalent to \(a := a - b\)

**Confidence Prediction**

- \(\epsilon\) Significance level
- \(\Gamma_n^\epsilon\) The prediction set at trial \(n\) (Sect. 2.1.3)
- \(\text{err}_n^\epsilon\) The indicator of error at trial \(n\) (Eq. (2.8))
- \(\text{Err}_n^\epsilon\) The cumulative number of errors up to trial \(n\) (Eq. (2.9))
OE$^\varepsilon_n$  The cumulative observed excess up to trial $n$ (Protocol 3.1)
OE$^\varepsilon_n$  The cumulative observed fuzziness up to trial $n$ (Protocol 3.1)
$\tau_n$  The $n$th random number used by a randomized confidence predictor (Sect. 2.1.4)

Other Notations

$1_A$  The indicator function of a set or property $A$, i.e., $1_A = 1$ if $A$ holds and $1_A = 0$ if not
$f|_A$  The restriction of a function or Markov kernel $f$ to a subset $A$ of its domain
diam $A$  The diameter (largest distance between points) of $A$
$\text{co } A$  The convex hull of a set $A$ in a linear space
$u \cdot v$  The scalar product of vectors $u$ and $v$
$I_n$  The identity $n \times n$ matrix ($n$ is omitted if clear from the context)
$X'$  Matrix $X$ transposed
$X^{-1}$  The inverse of matrix $X$
$\text{rank } X$  The rank of matrix $X$
$u \vee v$  The maximum of $u$ and $v$, also denoted $\max(u, v)$
$u \wedge v$  The minimum of $u$ and $v$, also denoted $\min(u, v)$
$u^+$  $u \vee 0$
$u^-$  $(-u) \vee 0$
$F(t^-)$  The limit of $F(u)$ as $u$ approaches $t$ from below
$F(t^+)$  The limit of $F(u)$ as $u$ approaches $t$ from above
$f_n = O(g_n)$  $\lim \sup_{n \to \infty} (f_n / g_n) < \infty$ (used for $f_n, g_n > 0$)
$f_n = \Theta(g_n)$  $f_n = O(g_n)$ and $g_n = O(f_n)$

Abbreviations

AA  Aggregating Algorithm
ACP  Adjusted conditional probability (idealized conformity measure)
ASP  Adjusted signed predictability (idealized conformity measure)
a.s.  Almost surely (i.e., with probability one)
BJK  Bayes–Kelly–Jeffreys (martingale)
BRR  Bayesian ridge regression
CCP  Cross-conformal predictor
CCPS  Cross-conformal predictive system
CLS  Conformalized least squares
CP  Conditional probability (idealized conformity measure)
CPD  Conformal predictive distribution
CPS  Conformal predictive system
CRR  Conformalized ridge regression
CSD  Cumulative sum diagram
CTM  Conformal test martingale
DIR  Direct isotonic regression
DPS  Deterministic predictive system
FOCVP Fully object-vonditional Venn predictor
GCM  Greatest convex minorant
ICP  Inductive conformal predictor
ICPS Inductive conformal predictive system
IID  Independent and identically distributed
KRRPM Kernel ridge regression prediction machine
LCCT Label-conditional conformal transducer
LSPM Least squares prediction machine
MCP  Mondrian conformal predictor
MCT  Mondrian conformal transducer
NNR  Nearest neighbours regression
OCM  Online compression model
OOS  One-off structure
PAVA Pair-adjacent violators algorithm
PDMS Predictive decision-making system
RPD  Randomized predictive distribution
RPS  Randomized predictive system
SP   Signed predictability (idealized conformity measure)
SVM  Support vector machine
USPS For the USPS dataset, see Sect. B.1
w.r. with respect
Chapter 1
Introduction

Abstract In this introductory chapter, we sketch the existing work in machine learning on which we build and then outline the contents of the book.

Keywords Machine learning · Conformal prediction · Venn prediction · Assumption of randomness

1.1 Machine Learning

The rapid development of computer technology during the last several decades has made it possible to solve ever more difficult problems in a wide variety of fields. The development of software has been essential to this progress. The painstaking programming in machine code or assembly language that was once required to solve even simple problems has been replaced by programming in high-level object-oriented languages. We are concerned with the next natural step in this progression—the development of programs that can learn, i.e., automatically improve their performance with experience.

The need for programs that can learn was already recognized by Alan Turing [358] in 1950, who argued that it may be too ambitious to write from scratch programs for tasks that even humans must learn to perform. Consider, for example, the problem of recognizing hand-written digits. We are not born able to perform this task, but we learn to do it quite robustly. Even when the hand-written digit is represented as a grey-scale matrix, as in Fig. 1.1, we can recognize it easily, and our ability to do so scarcely diminishes when it is slightly rotated or otherwise perturbed. We do not know how to write instructions for a computer that will produce equally robust performance.

The essential difference between a program that implements instructions for a particular task and a program that learns is adaptability. A single learning program may be able to learn a wide variety of tasks: recognizing hand-written digits and faces, diagnosing patients in a hospital, estimating house prices, etc.

Recognition, diagnosis, and estimation can all be thought of as special cases of prediction. A person or a computer is given certain information and asked to
predict the answer to a question. A broad discussion of learning would go beyond prediction to consider the problems faced by a robot, who needs to act as well as predict. The literature on machine learning, has emphasized prediction, however, and the research reported in this book is in that tradition. We are mostly interested in algorithms that learn to predict well.

1.1.1 Learning Under Randomness

One learns from experience. This is as true for a computer as it is for a human being. In order for there to be something to learn there must be some stability in the environment; it must be governed by constant, or evolving only slowly, laws. And when we learn to predict well, we may claim to have learned something about that environment.

The traditional way of making the idea of a stable environment precise is to assume that it generates a sequence of examples randomly from some fixed probability distribution, say $Q$, on a fixed space of possible examples, say $Z$. These mathematical objects, $Z$ and $Q$, describe the environment.

The environment can be very complex; $Z$ can be large and structured in a complex way. This is illustrated by the USPS dataset from which Fig. 1.1 is drawn (see Sect. B.1 in Appendix B). Here an example is any $16 \times 16$ image with 31 shades of grey, together with the digit the image represents (an integer between 0 to 9). So there are $31^{16 \times 16} \times 10$ (this is approximately $10^{382}$) possible examples in the space $Z$.

In most of this book, we assume that each example consists of an object and its label. In the USPS dataset, for example, an object is a grey-scale matrix like the one in Fig. 1.1, and its label is the integer between 0 and 9 represented by the grey-scale matrix.

In the problem of recognizing hand-written digits and other typical machine-learning problems, it is the space of objects, the space of possible grey-scale images, that is large. The space of labels is either a small finite set (in what is called classification problems) or the set of real numbers (regression problems).

When we say that the examples are chosen randomly from $Q$, we mean that they are independent in the sense of probability theory and all have the distribution $Q$. They are independent and identically distributed (IID). We call this the randomness assumption (or, sometimes, statistical randomness assumption, when we want to emphasize that it is not related to Kolmogorov’s algorithmic randomness).

Of course, not all work in machine learning is concerned with learning under randomness. In learning with expert advice, for example, randomness is replaced...
1.2 A Shortcoming of Statistical Learning Theory

by a game-theoretic set-up [45, 381]; here a typical result is that the learner can predict almost as well as the best strategy in a pool of possible strategies. In reinforcement learning, which is concerned with rational decision-making in a dynamic environment [351], the standard assumption is Markovian. In this book, we will consider extensions of learning under randomness in Parts III and IV.

1.1.2 Learning Under Unconstrained Randomness

Sometimes we make the randomness assumption without assuming anything more about the environment: we know the space of examples $Z$, we know that examples are drawn independently from the same distribution, and this is all we know. We know nothing at the outset about the probability distribution $Q$ from which each example is drawn. In this case, we say we are learning under unconstrained randomness. Most of the work in this book, like much other work in machine learning, is concerned with learning under unconstrained randomness.

The strength of modern machine-learning methods often lies in their ability to make hedged predictions under unconstrained randomness in a high-dimensional environment, where examples have a very large (or infinite) number of components. We already mentioned the USPS dataset, where each example consists of 257 components ($16 \times 16$ pixels and the label). In machine learning, this number is now considered small, and the problem of learning from the USPS dataset is sometimes regarded as a toy problem.

1.2 A Shortcoming of Statistical Learning Theory

Machine learning has made significant strides in its study of learning under unconstrained randomness. We now have a wide range of algorithms that often work very well in practice: neural networks, decision trees, nearest neighbours algorithms, and naive Bayes methods have been used for decades; newer algorithms include support vector machines, random forests, and boosting, and in recent years neural networks have again become extremely popular in the form of deep learning.

From a theoretical point of view, traditional machine learning’s most significant contributions to learning under unconstrained randomness fall under the umbrella of statistical learning theory. This theory, which began with the discovery of VC dimension by Vapnik and Chervonenkis in the late 1960s and was partially rediscovered independently by Valiant [359] in 1984, has produced both deep mathematical results and learning algorithms that work well in practice (see Vapnik [366] for a review).

Given a “training” set of examples, a prediction algorithm of machine learning produces what we call a prediction rule—a function mapping the objects into the labels. This is illustrated in Fig. 1.4 (where “prediction rule” is referred to as
“general rule”). Usually, the value taken by a prediction rule on a new object is a
*simple prediction*—a guess that is not accompanied by any statement concerning
how accurate it is likely to be. Statistical learning theory does guarantee, however,
that, under some conditions on the prediction algorithm, as the training set becomes
bigger and bigger these predictions will become more and more accurate with
greater and greater probability: they are *probably approximately correct*.

How probably and how approximately? This question has not been answered as
well as we might like by statistical learning theory. This is because the theoretical
results that might be thought to answer it, the bounds that demonstrate arbitrarily
good accuracy with sufficiently large sizes of the training set, are usually too loose
to tell us anything interesting for training sets that we actually have. This happens
in spite of the empirical fact that the predictions often perform very well in practice.
Consider, for example, the problem of recognizing hand-written digits, which we
have already discussed. Here we are interested in giving an upper bound on the
probability that our learning algorithm fails to choose the right digit; we might like
this probability to be less than 0.05, for example, so that we can be 95% confident
that the prediction is correct. Unfortunately, typical upper bounds on the probability
of error provided by the theory, even for relatively clean datasets such as the USPS
dataset we have discussed, are greater than 1; bounds less than 1 can usually be
achieved only for very straightforward problems or with very large datasets. This
is true even for newer results in which the bound on the accuracy depends on the
training set (cf. Sect. 13.2.3).

### 1.2.1 The Hold-Out Estimate of Confidence

Fortunately, there are less theoretical and more effective ways of estimating the
confidence we should have in predictions output by machine-learning algorithms.
One of the most effective is the oldest and most naive: the “hold-out” estimate.
In order to compute this estimate, we split the available examples into two parts,
a training set and a hold-out sample, playing the role of a test set. We apply the
algorithm to the training set in order to find a prediction rule, and then we apply this
prediction rule to the hold-out sample. The observed rate of errors on the hold-out
sample tells us how confident we should be in the prediction rule when we apply it
to new examples (for details, see Sect. 1.2.1).

### 1.2.2 The Contribution of This Book

When we use a hold-out sample to obtain a bound on the probability of error, or
when we use an error bound from statistical learning theory, we are *hedging* the
prediction—we are adding to it a statement about how strongly we believe it. In this
book, we develop a different way of producing hedged predictions. Aside from the
1.3 The Online Framework

The new methods presented in this book are quite general; they can be tried out, at least, in almost any problem of learning under randomness. The framework in which we introduce, and then study, these methods is somewhat unusual, however. Most previous theoretical work in machine learning has been in an offline framework: one uses a batch of old examples to produce a prediction rule, which is then applied to new examples. We begin instead with a framework that is online: one makes predictions sequentially, basing each new prediction on all the previous examples instead of repeatedly using a rule constructed from a fixed batch of examples.

1.3.1 Online Learning

Our basic framework is online because we assume that the examples are presented one by one. Each time, we observe the object and predict the label. Then we observe the label and go on to the next example. We start by observing the first object $x_1$ and predicting its label $y_1$. Then we observe $y_1$ and the second object $x_2$, and predict its label $y_2$. And so on. At the $n$th step, we have observed the previous examples
\[(x_1, y_1), \ldots, (x_{n-1}, y_{n-1})\]  

(1.1)

and the new object \(x_n\), and our task is to predict \(y_n\). The quality of our predictions should improve as we accumulate more and more old examples. This is the sense in which we are learning.

### 1.3.2 Online/Offline Compromises

The methods we present in this book are most naturally described and are most amenable to mathematical analysis in the online framework. However, they also extend to relaxations of the online protocol that make it close to the offline setting, and this is important, because most practical problems have at least some offline aspects. If we are concerned with recognizing hand-written zip codes, for example, we cannot always rely on a human teacher to tell us the correct interpretation of each hand-written zip code; why not use such an ideal teacher directly for prediction? The relaxation of the online protocol considered in Sect. 3.3 includes “slow teachers”, who provide the feedback with a delay, and “lazy teachers”, who provide feedback only occasionally. In the example of zip codes recognition, this relaxation allows us to replace constant supervision by using returned letters for teaching or by occasional lessons.

### 1.3.3 One-Off and Offline Learning

We will sometimes discuss prediction algorithms in the simplest possible setting, which we will refer to as one-off learning. A one-off predictor is given a training set (1.1) and a test object \(x_n\); its task is to predict the label \(y_n\) of \(x_n\). It is applied only once.

A one-off predictor can be embedded into both online and offline frameworks (see Fig. 1.3). In the online framework, new examples arrive sequentially, their labels are predicted given their objects, and they are added to the training set, as described earlier.

![Fig. 1.3 One-off, online, and offline learning: two ways of embedding one-off predictors into a bigger learning protocol](image-url)