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Preface

The International Conference on Intelligent Systems and Sustainable Computing
(ICISSC-2021) was successfully organized by Malla Reddy University during
September 24–25, 2021, at Hyderabad. The objective of this conference was to
provide opportunities for the researchers, academicians and industry persons to
interact and exchange the ideas, experience and gain expertise in the cutting-edge
technologies pertaining to soft computing and signal processing. Research papers
in the above-mentioned technology areas were received and subjected to a rigorous
peer-reviewed process with the help of program committee members and external
reviewers. The ICISSC-2021 received a total of 605 papers out of which 38 papers
are from twenty-one countries of abroad, each paper was reviewed by more than two
reviewers, and finally, 60 papers were accepted for publication in scopus-indexed
Springer book series “Smart Innovation, Systems and Technologies (SIST).”

Our sincere thanks to our Chief Guest Prof. D. N. Reddy, Hon’ble Chancellor,
MRUH, and our Guests of Honor and Keynote Speakers Dr. Suresh Chandra
Satapathy, Professr and Dean R&D, KIIT; Dr. Aninda Bose, Senior Editor,
Springer Publications, India; Prof. Yu-Dong Zhang, University of Leicester, UK;
Dr. JinshanTang, GeorgeMasonUniversity,Virginia,USA;Dr.MuftiMohhamad,
Department of Computing and Technology, Nottingham Trent University, UK; Dr.
Naga Mallikarjuna Rao Dasari, Federation University @IIBIT, Australia; Dr.
Bhanu Murthy Bhaskara, Ex-Professor, University of Majmaah, Saudi Arabia;
Dr. Midhun Chakkaravarthy, Lincoln University College, Malaysia; Dr. Sanju
Tiwari, Universidad Autonoma de Tamaulipas, Mexico; Prof. Ganapati Panda,
Professorial Fellow, IIT Bhubaneswar, India; and Dr. Rama Murthy Garimella,
Professor, Mahindra University Ecole Centrale School of Engineering, India, for
extending their support and cooperation.

We would like to express our gratitude to all session chairs, viz. Dr. M. Ramakr-
ishna Murthy, ANITS, Visakhapatnam; Prof. K. Venkat Rao, Dean Academics,
Andhra University, Visakhapatnam; Dr. Ilaiah Kavati, National Institute of Tech-
nology, Warangal;Dr. E. Suresh Babu, National Institute of Technology, Warangal;
Dr. M. Ramesh, Professor, RVR and JC College of Engineering, Guntur; Dr. K.
Mallikharjuna Lingam, Professor and Head, ECE, MRCET Campus, Hyderabad;

ix



x Preface

Dr. G. Sharada, Professor and Head, CSE, MRCET Campus, Hyderabad, for
extending their support and cooperation.

We are indebted to the program committee members and external reviewers who
have produced critical reviews in a short time. We would like to express our special
gratitude to publication chair Dr. Suresh Chandra Satapathy, KIIT, Bhubaneswar,
for his valuable support and encouragement till the successful conclusion of the
conference.

We express our heartfelt thanks to our Chief Patron Sri. CH. Malla Reddy,
Founder Chairman, MRGI; Patrons Sri. CH. Mahendar Reddy, Secretary, MRGI;
Sri. CH. Bhadra Reddy, President, MRGI; Conference Chair Dr. V. Sivakumar
Reddy, Vice-Chancellor, MRUH; Convener Prof. K. Kailasa Rao, Dean, School of
Engineering; and Co-Convener Prof. P. Sanjeeva Reddy.

We would also like to thank the organizing chair Prof. G. S. Naveen Kumar,
HOD, CSE (Data Science), Organizing Secretaries; Dr. E. V. Reddy, HOD, CSE;
Dr. Thayyaba Khatoon Mohammed, HOD, CSE (AI & ML); and Dr. Meeravali
Shaik, HOD, CSE (Cyber Security), for their valuable contribution. Our thanks also
go to all coordinatorsDr. Rajasekar Rangasami, Professor, CSE (AI &ML);Dr. B.
V. V. Siva Prasad, Professor, CSE;Dr. Sudheer Nidamanuri, Professor, CSE (DS);
Dr. Arun Singh Chauhan, Professor, CSE (CS); Dr. K. Vijaya Sekhar Reddy,
Professor, MBA, and the organizing committee as well as all the other committee
membersDr.V.DhanunjanaChari, Dean, School of Sciences;Dr.P. S.V. Srinivasa
Rao, HOD, I Year Engineering; Dr. Pranayath Reddy, Professor, CSE (AI &ML);
Dr. Magesh Kumar, Professor, CSE (AI & ML); Dr. K. Srikanth, Professor, CSE
(DS); Dr. G. Nanda Kishor Kumar, Professor, CSE; Dr. M. Ravikanth, Professor,
CSE; Ms. K. Lakshmi Madhuri; Prof. V. Ramachandran; Mr. T. Rama Rao; Mr. T.
Vinay Simha Reddy; and Mr. T. Sanjeeva Rao for their contribution in successful
conduct of the conference.

We are indebted to the program committee members and external reviewers who
have produced critical reviews in a short time. Last, but certainly not least, our special
thanks to all the authors without whom the conference would not have taken place.
Their technical contributions have made our proceedings rich and praiseworthy.

Hyderabad, India V. Sivakumar Reddy
Vice Chancellor, MRUH
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Unsupervised Learning for the
Automatic Management of Scientific
Aspect in Academic Conferences

Abdeldjaouad Nusayr Medakene , Abdelhadi Mohammed Ali Eddoud,
and Khadra Bouanane

Abstract An academic conference is of great importance in the scientific commu-
nity as it provides a platform for scientists and researchers to share their research
findings, exchange ideas and establish new cooperative relationships with research
groups around the world. Tasks related to the management of a scientific conference
can be categorized according to two main aspects: the technical or scientific aspect
and the administrative and logistical aspect. While tasks in both aspects are chal-
lenging and time/effort consuming, the scientific aspect of a conference requires in
addition, a high level of expertise. Despite the great support that conference manage-
ment systems provide to conference organizers, most of them focus mainly on the
administrative and logistical aspect, while tasks of the scientific aspect are less con-
sidered. In this work, we make use of several unsupervised algorithms to automate
some tasks from the scientific aspect, where expertise, time and efforts are required.
Namely, the detection of out of scope papers and the creation of an accurate confer-
ence program.

1 Introduction

The organization of an academic conference is a prestigious event in the scientific
community as it provides a platform for scientists and researchers to share their
research findings, exchange ideas and establish new cooperative relationships with
research groups around the world.

However, making such an event exceptional requires time and tremendous efforts
since there is a plethora of must achieved tasks in a limited amount of time, especially
if the main concern of organizers is to preserve or build a high reputation for their
conference. Thismakes theweb-based informationmanagement systems, commonly
named Conference Management Systems (CMSs), an indispensable tools that aim to
assist the organizers in performing many time-consuming and complex tasks.
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On the other hand, the organization of a conference involves generally several
people in different roles performing several tasks. A detailed description of these
roles and related tasks can be found in [21, 23].

Tasks related to the management of a scientific conference can be categorized
according to two main aspects: the technical or scientific aspect, and the adminis-
trative and logistical aspect. While tasks in both aspects are challenging and time
and effort consuming, those related to the scientific aspect require in addition, a high
level of expertise. These tasks are usually achieved by the chairmen or members of
the Technical Program Committee (TPC). For instance, we can mention:

Technical program committee composition: the selection of the technical program
committee members is highly related to the conference scope and topics. In this task,
the PC chairmen must look for experts with relevant profiles to take part of the TPC.
Plagiarism and out of scope papers detection: while multiple plagiarism checkers
can be used to detect plagiarism in submitted manuscripts, detecting out of scope
papers is usually done manually. To do so, TPCmembers are requested to take a look
to each submittedmanuscript and decide whether it fits the scope of the conference or
not. Basically, this requires a high expertise and time, especially with a large number
of submissions, which makes this task more tedious.
Assignment of papers to reviewers: a good assignment allows an impartial assess-
ment of submitted manuscripts which positively impacts the conference reputation.
However, finding an appropriate, equitable and fair assignment for reviewers and
papers is considered as a challenging and time-consuming task.
Preparation of the conference program: this task requires a high level of expertise
and needs to be accomplished in two steps. Based on available resources (time and
locations), the TPC chairmen must first organize accepted papers into sessions for
oral and poster presentations. Each session should contain papers that share some
common topics and must be labeled accordingly. Once this step is finished, the
schedule is established where several sessions can be planned to be held in parallel.
However, one should consider potential conflicts. For instance, sessions that involve
presentations from the same author must not be scheduled in the same time slot.
Furthermore, it is better to schedule sessions with related topics in different time
slots to allow participants benefit from the event.

While the automation of paper-reviewer assignment task is integrated in many exist-
ing CMSs and has been the focus of extensive studies over decades [3, 7, 10, 12, 15,
19, 24, 26], the automation and integration of the other tasks remain less considered.

In thiswork,we are concernedwith two tasks from those described above.Namely,
the detection of out of scope manuscripts and the preparation of the conference
programschedule. For this purpose,wepropose to use efficient unsupervisedmethods
to automate the aforementioned tasks.

The remainder of the paper is structured as follows. Section2 provides an overview
of related work. The automation of the aforementioned tasks is described in Sect. 3.
In Sect. 4, the results of computational experiments are presented then the paper is
concluded in Sect. 5.
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2 Related Work

As mentioned above, CMSs become an necessary tool that aim to assist the orga-
nizers in performing many tasks and thus make the organization process easier. For
instance, we can cite EasyChair [8], Conftool [6], Openconf [16], ConfMaster [5],
Confious [18] and many others.

Themain tasks that are usually handled byCMSs include email notification, online
submission, collection and download of papers and abstracts, reviewersmanagement,
conflict of interest management, assignment of papers, collection of reviews, the
preparation of the proceedings or even registration and payment of conference fees.

On the other hand, many existing works propose to enhance such systems by
automating and integrating other tasks. In addition to a new assignment algorithm,
authors in [20] present methods for conflict of interest detection, the poster setup plan
and a conference participant support tasks and in [21], the same authors employed
hierarchical clustering techniques to automatically propose a compilation of the
papers into scientific sessions. Reinhardt et al. [23] propose to integrate common
features of social media in CMSs to make scientific event management more social
and awareness supporting. In [27], authors performed modifications on Openconf to
include registration and payment acceptance.

3 Methods’ Description

In the current work, we make a focus on two tasks related to the scientific aspect of
the conference. Usually, these tasks are accomplishedmanually by the TPC chairmen
or members and thus require time, efforts and a high expertise:

1. Detection of out of scope papers: in many conferences, TPC members or chair-
men are requested to check out the submitted papers and make a decision about
their fitness with regard to the topics of the conference.

2. Preparation of the conference program: which consists first on creating sessions
for both oral talks and posters according to common themes then the schedule
is established based on available resources.

To do so, several steps are performed as shown in Fig. 1.
Given a conference (which will be referred to as Conf), to perform any task for

Conf, our framework first performs the following operations:

3.1 Topic Modeling

This involves modeling Conf’s topics by training a Latent Dirichlet Allocation
(LDA) topic model, as described in [13, 14, 22], on a dataset of documents that are
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Fig. 1 A global description of the framework

relevant to Conf’s topics. In our case, we trained an LDA model on the document-
term matrix of the pre-processed training set of the PeerRead dataset [11], which
consists of over 14K papers submitted in top-tier venues including ACL, NIPS and
ICLR.1 For an arbitrary conference, the system could be modified to dynamically
build a corpus specifically for the conference, given the conference’s list of topics,
which can be chosen from a predefined and updatable list of topics.

The LDA model infers a set of q (q is given) topics T = {tk | k ∈ [q]} from its
training corpus, and for each submitted paper in P = {Pi | i ∈ [n]}, it predicts Pi ’s
topics probability distribution vector, denoted zi , given Conf’s topics T .

3.2 Word Embedding

In addition to the topic model, the semantic information of words is obtained by
carrying out training of aWord2vec word embedding model on the combined corpus
of Conf’s LDA model corpus (in our case PeerRead) and Conf’s pre-processed
submitted papers corpus.

TheWord2vecmodel outputs, for eachword in themodel’s vocabulary, its learned
word vector, that will be used in calculating the semantic similarity between words
using a suitable similarity measure (such as cosine similarity).

Once the topic and word models have been built, the framework then proceeds to
perform the main tasks as follows:

1 https://github.com/allenai/PeerRead.

https://github.com/allenai/PeerRead
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3.3 Detection of Out of Scope Papers Task

As mentioned previously, this is a tedious task that is usually accomplished by the
TPC chairmen or members, manually. In this paper, we propose an algorithm which
adapts the method presented in [22] for this task.

Originally, authors in [22] used an LDAmodel to extract topics and feature words
for each topic, and a Word2vec model to express the semantic information of words
in documents. They trained both models solely on the subject documents, and used
both of LDA’s probabilities and Word2vec’s vectors to calculate what they referred
to as the “relevancy” of a document.

Instead of training the LDA andWord2vec models on the subject documents only
(in our case the submitted papers), we propose to train the LDA model using the
corpus described in Sect. 3.1, since its documents are guaranteed to be in-topic.

On the other hand, we train the Word2vec model on the corpus described in
Sect. 3.2. By doing so, the Word2vec model will grasp the submitted papers’ words’
semantics from their context in the submitted papers and allows it to integrate well
with the LDA model by modeling its vocabulary as well.

The topic andwordmodels togetherwill prove useful in determining the relevancy
of a submitted paper.

SubmittedPapers’RelevancyCalculation First, for eachwordw j of every submit-
ted paper, vectors extracted by Word2vec are used to calculate the cosine similarity
between w j and the feature word w f under topic tk .

The relevancy between the word w j and the topic tk , denoted Relw,t (w j , tk), is
then defined as the probability weighted sum of the cosine similarities between w j

and a number N f of feature words under topic tk :

Relw,t (w j , tk) =
N f∑

f =1

P(w f | tk) cos(w j , w f ) (1)

where cos denotes the cosine similarity between the Word2vec feature vectors of
words w j and w f .

Then, the relevancy between the word w j and the submitted paper Pi , denoted as
Relw,p(w j , pi ), is defined as the probability weighted sum of the relevancy between
w j and all topics of Pi :

Relw,p(w j , pi ) =
q∑

k=1

P(tk | pi )Relw,t (w j , tk) (2)

After that, Relw,p(w j , pi ) of all words w j in submitted paper Pi are accumulated
and divided by the number of words Ji in paper Pi to obtain the total relevancy of
the submitted paper Pi , denoted Relp(pi ), where
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Relp(pi ) = 1

Ji

Ji∑

j=1

Relw,p(w j , pi ) (3)

Finally, off-topic submitted papers are filtrated according to a predetermined thresh-
old for Relp.

We also note that in their original paper, the authors in [22] defined Relp(pi )
without the factor 1

Ji
. The reason we added that factor was to normalize a document’s

relevancy with respect to its size.

3.4 Sessions Creation and Conference Program Schedule

As mentioned in the beginning of this section, the preparation of the conference
program goes through two steps, first, the generation of sessions for oral and poster
presentations then the scheduling of these sessions in a meaningful way. Consider-
ing available time slots and locations, we must group, in each session, a predefined
number of papers that share a common theme. Thus, sessions can be generated by
performing a clustering under size constraints on clusters. In this paper, the gen-
eration of sessions is accomplished by a new algorithm based on Bregman Hard
Clustering [2]. A cluster labeling method is then proposed.

This new algorithm uses the BregMeans++ with Local Search method [25] as an
initializer, and is modified to take into account clusters’ size constraints, since each
session’s (i.e., cluster’s) size is specified by the PC Chairmen beforehand.

Once the sessions are generated, establishing the conference program can be for-
mulated as a coloring problem, where any of the many existing algorithms may be
used to solve it. The description of our approach is detailed as follows:

Clustering the Accepted Papers into Sessions Task To cluster the accepted papers
into sessions, we propose an algorithm based on Bregman Hard Clustering (BHC),
introduced by authors in [2].

Since the feature vector used to represent a paper Pi is its topics probability
distributionvector zi ,wemakeuse of a suitable divergencemeasure for these features.
In our case, we choose the Jensen–Shannon divergence, denoted JSD.

The proposed clustering algorithm consists of three steps:

S1. Initialization Step: For this step, we use the method proposed in [25], Breg-
Means++ with Local Search, which is an improvement of BregMeans++ [1].
BregMeans++ with Local Search combines BregMeans++ with the local search
strategy, whose main purpose is to further improve the initial centroids assign-
ment by an iterative process based on a single swap operation.

S2. Assignment Step: Standard BHC doesn’t take into account prior information
about cluster sizes, and given the PC Chairmen would want to specify exactly
how many papers are fit into each session, standard clustering doesn’t suffice.
For this reason, we propose to incorporate the constraint defined in [9] into BHC.
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We denote with ζs the number of papers in session s, and with Ns the number of
sessions. The algorithm then assigns the point (paper) z to the nearest available
cluster (session) Cs such that:

s = argmins ′∈{s ′′∈[Ns ] : |Cs′′ |<ζs′′ } JSD(z, μs ′) (4)

S3. Update Step: For each cluster Cs , its new centroid μs is computed as:

μs =
∑

z∈Cs
z

|Cs | (5)

The termination or convergence criterion for this algorithm, depends on the
centroids convergence. Other approaches use a maximum number of iterations
Itermax as a termination criterion. For our work, we combine the two criteria into
the following termination criterion:

• If for all s ∈ [Ns], JSD
(
μs,

∑
z∈Cs z
|Cs |

)
≤ ξ , for some convergence threshold ξ ≥ 0,

stop the main (assignment and update) loop. After that, run another assignment and
update loop for an additional number I ter+ of iterations. We use this because the
threshold criterionmight terminate the algorithm prematurely, when it could improve
further, if the choice of the value of ξ is poorly made (similarly for Itermax). So to
make the best of both criteria, we use ξ to indicate that an initial minimum is attained,
and use Iter+ to allow the algorithm to try and improve that minimum further.

Labeling theClustersThe labelingmethodwepropose labels a clusterCs as follows:

1. First, for a point zi in Cs , let Tmax
i denote the topic with maximum probability

in paper Pi , i.e.,
Tmax
i = argmaxT P(T | pi ) (6)

2. then, let Wmax
i be the set of feature words that are most prevalent in Tmax

i and
having |Wmax

i | = NW for a given number NW , i.e.,

Wmax
i = argmaxW⊆T,|W |=NW

∑

w∈W
P(w | Tmax

i ) (7)

3. finally, collect the Wmax
i of each zi ∈ Cs in a bag of words Bs , and label Cs with

Bs , i.e.,
Bs = {(w, fs(w)) | w ∈

⋃

zi∈Cs

Wmax
i } (8)

where fs(w) denotes the frequency of the word w and is defined as:

fs(w) =
∑

zi∈Cs

1Wmax
i

(w) (9)



8 A. N. Medakene et al.

with 1Wmax
i

denoting the indicator function of the subset Wmax
i of the set of all

the words in the LDA training corpus, defined as:

1Wmax
i

(w) =
{
1, if w ∈ Wmax

i ,

0, if w /∈ Wmax
i .

(10)

Scheduling the Sessions Establishing the conference program is the final task of
TPC chairmen before the conference.

Once the sessions are created, we can schedule them according to the available
resources. Usually, several sessions can be scheduled in parallel.

However, we must consider eventual conflicts in this process. For instance, ses-
sions that involve presentations from the same author must not be scheduled in the
same time slot. Also, to allow participants gaining the most benefit from the event,
it is preferable to schedule sessions on similar topics in different time slots.

Under the aforementioned conditions, the problem can be formulated as a typical
coloring problem where sessions are vertices and two vertices are joined by an edge
if either there is a conflict between the sessions or their corresponding topics are
similar. The problem can then be solved using any coloring technique.

Formally, the problem of scheduling the sessions can be formulated, for a graph
GC = (V, E) where V = {Cs | s ∈ [Ns]} and E is the set of edges:

• {Cs,Ck} if JSD(μs, μk) < ε, for ε ≥ 0.
• {Cs,Ck} if (

⋃
zi∈Cs

Authors(Pi )) ∩ (
⋃

z j∈Ck
Authors(Pj )) �= ∅.

where Authors(Pi ) is the set of authors of paper Pi , and JSD(μs, μk) is the distance
between clustersCs andCk , defined as the Jensen–Shannon divergence between their
centroids. ε is the threshold such that if JSD(μs, μk) < ε then the sessionsCs andCk

are considered to be in the same topic. The problem then is to find a proper coloring
of GC where each color class represents the sessions that can be executed in parallel.

4 Experimental Results

To evaluate our approach,we generated a dataset D of 120 papers thatwere uniformly
sampled from the entire test set of the PeerRead dataset, whose dominant topics
include Natural Language Processing, Artificial Intelligence,Machine Learning, and
Computation. Another dataset D′ was also created which contains the papers in D
including an additional 10 papers that are off-topic, and that were randomly selected
from the test set of the arXiv dataset of scientific (mainly Physics and Chemistry
related) papers introduced in [4].



Unsupervised Learning for the Automatic … 9

4.1 Out of Scope Detection

Weused as an evaluationmethod theReceiverOperatingCharacteristic (ROC)Curve,
and the Area Under the Curve (AUC) to analyze the performance of the in-/off-
topic classification as the threshold for Relp is varied (Fig. 2). The curve is created
by plotting the true positive rate against the false-positive rate at various threshold
settings.

However, ROC curves can present an overly optimistic view of an algorithm’s
performance if there is a large skew in the class distribution, which is the case with D′
(the number of in-topic documents is much larger than that of off-topic documents),
and most likely is the case with actual conferences. For this reason, we also used the
precision–recall (PR) Curve (Fig. 3), which is usually used when there is a moderate
to large class imbalance.

The high AUC values in Figs. 2 and 3 indicate a very good performance of the
proposed out of scope detection algorithm.

4.2 Clustering Papers into Sessions

Since the number of sessions and their size are determined by the PC Chairmen,
rendering the clustering algorithm’s parameters to be unimprovable, internal vali-
dation methods become unreliable to evaluate the quality of the clustering. We will
however, calculate some internal validation indices. But the main evaluation we will

Fig. 2 ROC curve and AUC of Relp for D′
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Fig. 3 PR curve and AUC of Relp for D′

Table 1 Internal evaluation indices for the clustering of D

Index Silhouette index Calinski-Harabasz
index

Davies–Bouldin index

Value 0.1003 8.3011 1.9429

focus on here, is to label the clusters using the method described in Sect. 3.4, and
then based on the labeling, an expert may assess the clustering.

For the clustering of D, we used a number of sessions Ns = 15, and, the cluster
size parameter ζs took the value of 8 for all sessions s ∈ [Ns].

The internal validation indices we used to evaluate the clustering of D are the
Silhouette index, the Calinski-Harabasz index, and theDavies–Bouldin index, whose
values are shown in Table1:

• The Silhouette index (SI) is defined in the interval [−1, 1] for each point. An SI
closer to 1 indicates a high separation between clusters. An SI closer to −1 is an
indication of overlapping clusters [17]. An SI closer to 0 is an indication that the
data are uniformly distributed.

• The Calinski-Harabasz index (CHI) is the ratio of the sum of between-clusters
dispersion and of inter-cluster dispersion for all clusters. The higher the CHI, the
better the performance.

• TheDavies–Bouldin index (DBI) is defined as the average similarity between each
cluster and its closest cluster. A lower DBI relates to amodel with better separation
between the clusters.
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The Silhouette index value of 0.1003 suggests that the data might be uniformly
distributed, which further suggests a uniformity of the topic distribution vectors of
the papers. That is probably the case with dataset D, given it was uniformly selected
from a dataset with a small number of dominant general topics. The high value of
the Calinski-Harabasz and the low value of the Davies–Bouldin indices however
indicate a good performance of the clustering.

Table2 shows the results of labeling the clustering of D. NW = 5 for the labeling,
and for display reasons, Bs was cut to include the 5 words with maximum count in
Bs . Column 1 of Table2 represents the cluster to be labeled. Column pairs (2, 3),
(4, 5), …etc., represent the pairs (w j ∈ Bs , fs(w j )).

The labels of the labeling method described in Sect. 3.4 could be summarized
(interpreted) using one term labels by an expert. For instance, for the labels of the
clusters in Table2 (ignoring the words that could not fit here), one can say that cluster
C1 is about “reinforcement learning”, cluster C6 is about “object detection”, cluster
C14 is about “question answering” and so on. We can notice from Table2 the cluster
labels’ meaningfulness and significance, which also shows the algorithm’s good
performance. However, the true performance of the algorithm can only be measured
if its parameters could change freely, which isn’t the case with conferences having
many time and resource constraints. This necessitates a method to plan a program
schedule under the time and resource constraints, while maximizing the clustering
performance.

Table 2 Excerpts of the labels of clusters of D

Cluster w1 fs (w1) w2 fs (w2) w3 fs
(w3)

w4 fs
(w4)

w5 fs
(w5)

C1 action 7 polici 7 learn 7 reward 7 agent 7

C2 model 8 word 8 embed 8 vector 8 represent 8

C3 algorithm 5 bound 3 lemma 3 theorem 3 proof 3

C4 set 4 definit 4 defin 4 proposit 4 proof 4

C5 model 8 languag 7 translat 7 word 7 sentenc 7

C6 imag 4 featur 4 segment 4 object 4 recognit 4

C7 vector 4 data 4 matrix 3 kernel 3 method 3

C8 network 6 node 4 graph 4 tree 4 edg 4

C9 process 4 data 3 time 3 pattern 3 method 3

C10 document 4 topic 4 text 4 sentiment 4 term 4

C11 model 4 algorithm 3 distribut 3 sampl 3 probabl 3

C12 network 8 train 8 layer 8 model 8 neural 8

C13 learn 4 action 3 polici 3 reward 3 agent 3

C14 model 7 question 3 answer 3 task 3 attent 3

C15 entiti 5 annot 5 tag 5 relat 5 extract 5
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5 Conclusion

In this paper, we discussed the problem of the automaticmanagement of the scientific
aspect of an academic conference. We focused in this work on the study of two tasks
that are seldom studied in literature and neglected in most conference management
systems, namely, the detection of out of scope submitted papers, and the preparation
of the conference program.

We used LDA and Word2vec to model the submitted papers topics and words’
semantics. The probabilities obtained from LDA along with the vectors obtained
fromWord2vec were used to calculate a submitted paper’s relevancy score, then out
of scope papers were identified by specifying a threshold for this score.

We proposed a new algorithm to cluster the papers into sessions with cluster
size constraints that is based on the Bregman Hard Clustering algorithm. We also
proposed a scheme to label the resulting clusters using the LDA model. As for the
problem of scheduling the sessions into a technical program, we formulated it as a
graph coloring problem where many algorithms exist to solve it.

An experimental study on data randomly sampled from the PeerRead and arXiv
datasets was conducted to evaluate the proposed algorithms. For the evaluation of the
results of the out of scope detection algorithm, the AUC of the ROC and PR curves
indicated a good performance of the algorithm. As for the evaluation of the clustering
algorithm, we used some internal validation metrics, whose values showed good
performance of the proposed algorithm. But given the parameters of the algorithm
are unimprovable, we relied mainly on experts’ assessment of the cluster labels,
which showed the coherence of the clusters.

Despite the good performance of the proposed method, it mainly relies on the use
of LDA andWord2vec. It would be interesting tomake use of another topic modeling
and word embedding tools seeking for more accurate results.
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