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This book is dedicated to the Dream Dynasty,
consisting of a group of diligent people who
have enjoyed intensive research into analysis
and synthesis of networked systems ...



Preface

In recent years, theoretical and practical research on networked systems (NSs) has
attracted growing attention due primarily to their successful applications in an exten-
sive range of fields. In the NS, signal transmissions among system components
(e.g. controllers, sensors, filters and actuators) are implemented through a shared
communication network, thereby improving the system reliability and reducing the
maintenance cost. In such a network-based communication, signal transmissions
might be failed due to data collisions if multiple network nodes try to access the
channel simultaneously. Accordingly, various communication agreements are intro-
duced to restrain the network accesses for all the network nodes. These agreements
are referred to communication protocols. The utilization of communication protocols
has a great impact on signal transmissions, which further complicates the dynamical
behaviors of NSs. In this case, the traditional filtering and control schemes can no
longer guarantee satisfactory performance for NSs subject to communication proto-
cols. Consequently, it is of practical significance to establish new techniques for the
filtering and control of NSs subject to communication protocols.

This book is concerned with the communication-protocol-based filtering and
control problems for several classes of discrete-time NSs. Particularly, the commu-
nication protocols under consideration contain the Round-Robin (RR) protocol, Try-
Once-Discard (TOD) protocol and Random Access (RA) protocol. The content of
this book can be divided into two parts, where the first part (Chaps. 2–7) studies
the filter design methodologies and the second part (Chaps. 8–10) investigates the
controller design methodologies. These results provide a framework dealing with
the controller/filter design, stability analysis and performance analysis for different
NSs (e.g. nonlinear systems, time-varying systems, time-delay systems, complex
networks and multi-agent systems) subject to different communication protocols.
Some techniques including the backward Riccati difference equations, minimum
mean square error estimation theory, mathematical induction method, linear matrix
inequalities and optimization approaches are employed to handle the filtering and
control issues with specific performance requirements.

The compendious framework and description of this book are given as follows.
Chapter 1 introduces the recent advances on communication-protocol-based filtering
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and control problems of NSs and the outline of this book. Chapter 2 studies the
ultimately bounded filtering problem for time-delay complex networks under the
effects of RR protocol. Chapter 3 is concerned with the finite-horizon H∞ filtering
issue of nonlinear time-varying systems with high-rate communication network
and the RA protocol scheduling. Chapter 4 extends the results in Chap. 3 to the
finite-horizon H∞ fault estimation issue subject to the RA protocol. Chapter 5
handles the communication-protocol-based set-membership filtering problem for
time-varying systems with mixed-time-delays. Chapter 6 deals with the recursive
filtering problem for time-varying systems subject to the RA protocol scheduling.
Chapter 7 addresses the ultimately bounded filtering issue of communication-based
train control systems subject to the p-persistent CSMA protocol. In Chap. 8, we
consider the finite-horizonH∞ control problem subject to theRAprotocol. Chapter 9
discusses the ultimately bounded control problem of nonlinear systems subject to the
TOD protocol scheduling and uniform quantization effects. In Chap. 10, the finite-
horizonH∞ consensus control problem is investigated for time-varying multi-agent
systems subject to the RA protocol. Chapter 11 provides the conclusion of this book
and suggests some possible research topics related to the results proposed in this
book.

This book is a research monograph whose intended audience is graduate and
postgraduate students as well as researchers. The background required of the reader
is the knowledge of basic Lyapunov stability theory, basic stochastic process, basic
optimal estimation theory and matrix theory.

Shanghai, China
London, UK
Nanjing, China

Lei Zou
Zidong Wang
Jinling Liang
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Chapter 1
Introduction

In recent years, the communication-protocol-based synthesis and analysis issues have
gained substantial research interest owing mainly to their significance in networked
systems. The core characteristic of networked systems is the utilization of network-
based communication among different system components. In such network-based
communication, signal transmissions via the communication channel are imple-
mented according to certain agreements, namely, the communication protocols.
These communication protocols would give rise to certain complex yet important
impact on the system performance (e.g. stability). The necessity of designing the
filtering/control strategies arises naturally in situations where the effects induced
by communication protocols are inevitable due to the network-based communica-
tion. As such, the communication-protocol-based filtering and control problems for
different networked systems serve as very interesting, imperative yet challenging
topics.

1.1 Research Background

The research on networked systems has attracted a vast amount of interest in the
past several decades [1–10]. The most typical characteristic of networked systems
is the utilization of network-based communication technology, under which the data
exchange among different system components (e.g. controllers, sensors, filters and
actuators) is implemented via the shared communication network. Different from the
traditional point-to-point communication technology, such network-based communi-
cation technology possesses numerous advantages (e.g. simple installation, reduced
hardwire, low cost and high reliability) [11]. Accordingly, networked systems have
achieved successful applications in an extensive range of fields such as smart vehicles,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Zou et al., Communication-Protocol-Based Filtering and Control
of Networked Systems, Studies in Systems, Decision and Control 430,
https://doi.org/10.1007/978-3-030-97512-8_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97512-8_1&domain=pdf
https://doi.org/10.1007/978-3-030-97512-8_1
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Fig. 1.1 A typical networked system with two communication networks

smart grids, environmental monitoring, industrial automation and intelligent trans-
portation. By now, networked systems have become the focus of intensive research
in signal processing and control communities. A typical networked system is shown
in Fig. 1.1, where the signal transmission between the controller and plant is imple-
mented through two communication channels: the sensor-to-controller (S/C) channel
and the controller-to-actuator (C/A) channel.Nevertheless, the utilization of network-
based communication would also give rise to certain special phenomena that might
degrade the system performance. Such network-induced phenomena include, but are
not limited to, transmission delays [12–14], packet dropouts [15–17], data packet
disorder [18–20], signal quantization [21–25], communication protocol scheduling
[26–28] and channel fading effects [29, 30]. As such, the synthesis and analysis
issues of networked systems subject to various network-induced phenomena have
attracted an ever-increasing research interest; see, for example, [31–38] and the refer-
ences therein. For instance, in [39], the finite-time tracking control problem has been
investigated for a type of networked system with quantized inputs. The distributed
and centralized estimation issues have been studied in [40] for networked systems
with missing measurements.

Among various network-induced phenomena, communication protocol schedul-
ing is one of the most typical phenomena and would lead to a particularly significant
impact on the performance of networked systems. Such a phenomenon is mainly
caused by the limited communication capability of the underlying channel in the
networked system. More specifically, in a typical network-based communication
process, data transmissions would unavoidably suffer from data collisions in case of
simultaneous multiple accesses to the shared communication network (as shown in
Fig. 1.2). In order to prevent such data collisions from occurring, an effective way is
to restrain the network accesses according to the so-called communication protocols
by guaranteeing that only one network node is permitted to transmit its data at each
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Fig. 1.2 Data collisions in case of simultaneous multiple accesses

transmission instant through the shared communication channel [41]. Communica-
tion protocols are capable of orchestrating the transmission order of all the network
nodes and thereby generating certain scheduling behaviors that inevitably complicate
the analysis and synthesis issues of networked systems. By now, there are three kinds
of extensively investigated communication protocols in the literature; for example,
the Try-Once-Discard (TOD) protocol [42], the Round-Robin (RR) protocol [27]
and the Random Access (RA) protocol [30, 43].

1.2 Theoretical Frameworks

In networked systems, communication protocols are in fact a type of agreement with
the aim to regulate the signal transmissions over shared channels. Accordingly, com-
munication protocols would have a dramatic effect on the dynamical behaviors of
networked systems. So far, the analysis and synthesis issues subject to different com-
munication protocols have attracted an ever-increasing research interest. It is worth
mentioning that the dynamical behaviors of networked systems subject to commu-
nication protocols are mainly affected by two aspects: the scheduling behaviors of
communication protocols and the signal compensation methods. The former one
determines which network node is selected to transmit its data at each transmission
instant, while the latter one prescribes how to compensate the data corresponding to
the network nodes that have not been selected to transmit data. Nevertheless, the so-
called protocol-induced effects can be regarded as the impacts of the corresponding
scheduling behavior and the signal compensation method on the networked system.
Generally, there are two signal compensation methods widely adopted in practi-
cal applications: the zero-order holder (ZOH) method [44] and the zero-input (ZI)
method [45].
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Let us briefly introduce the protocol-induced effects by a simple example.
Consider a discrete-time networked system with N network nodes labeled as
{1, 2, . . . , N }. Let ξk denote the chosen node which is allowed to get access to
the communication channel at time instant k, yi,k be the signal of the i th node before
transmitted at time instant k and ȳi,k be the signal of the i th node after transmitted at
time instant k. Then, the communication subject to certain communication protocol
can be described by the following transmission model:

ȳk =
{

�(ξk)yk + (
I − �(ξk)

)
ȳk−1, the ZOH method

�(ξk)yk, the ZI method,
(1.1)

where

�(ξk) � diag{δ(ξk − 1)I, δ(ξk − 2)I, . . . , δ(ξk − N )I },
ȳk �

[
ȳT1,k ȳT2,k · · · ȳTN ,k

]T
, yk �

[
yT1,k yT2,k · · · yTN ,k

]T
,

and δ(ξk − i) ∈ {0, 1} is aKronecker delta function (i.e. δ(ξk − i) = 1 holds if ξk = i
and δ(ξk − i) = 0 otherwise). In this model, the scheduling behavior of the under-
lying communication protocol is characterized by the time-varying variable ξk . The
main research topic of networked systems subject to communication protocols is
to analyze the effects of the transmission model (1.1) on system performance and
to design the corresponding controllers, filters or fault estimators according to the
system dynamics and the transmission model (1.1), i.e. the analysis and synthesis
problems of networked systems under the transmission model (1.1).

To date, there are threemain different theoretical frameworks available in the liter-
ature dealing with the analysis and synthesis problems of networked systems subject
to various communication protocols, namely, switched-system-based (SWB) frame-
work [46], impulsive-hybrid-system-based (IHSB) framework [47] and switched-
time-delay-based (STDB) framework [27]. Generally speaking, the SWB frame-
work is always adopted to settle the discrete-time systems subject to communication
protocols. Let’s take the control problem of discrete-time networked system with a
certain communication protocol for example. Consider a discrete-time networked
system with N sensor nodes. ξk is the selected sensor node obtaining access to the
communication network at time instant k. The networked system is characterized as
follows: {

xk+1 = �(xk, uk, ωk)

yk = ,xk)ג νk),
(1.2)

where xk , yk , uk , ωk and νk are the system state, measurement output, control input,
process noise and measurement noise at time instant k, respectively. �(·, ·, ·) and
,·)ג ·) are two real-valued functions. Under the effects of communication protocol,
the transmission model can be described by (1.1). Then, letting the control input
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be uk = �(ȳk), the dynamics of the closed-loop system can be described by the
following difference equation:

xk+1 =
{

�̄ξk (xk, ȳk−1, ωk, νk), the ZOH method,

�ξk (xk, ωk, νk), the ZI method.
(1.3)

Obviously, the closed-loop system (1.3) can be regarded as a switched system and
the switching law is determined by ξk which represents the scheduling behavior
of the underlying communication protocol. As such, the performance analysis and
controller design issues of such a networked system can be implemented based on
the SWB framework. More details regarding the SWB framework can be found in
[46, 48].

The IHSB framework is always employed to handle the continuous-time systems
with sampled measurements and communication protocol scheduling effects. For
such kinds of systems, the corresponding transmission model can be described by
an impulsive system. Then, the resulted system dynamics could be represented by
an impulsive switched system in which the system state would switch its value at
every sampling instant. One of the representative works of the IHSB framework can
be found in [49]. Both the SWB framework and IHSB framework are capable of
dealing with networked systems subject to three widely studied communication pro-
tocols (i.e. the RR protocol, TOD protocol and RA protocol). Compared with such
two frameworks, the STDB framework is developed to cope with the analysis and
synthesis issues of networked systems with protocol scheduling and communica-
tion delays (or the delay effects induced by the sampling mechanism). In the STDB
framework, the transmission model under the protocol scheduling is described by
a delayed measurement model with switching parameters. Based on such a trans-
mission model, the resulted system dynamics could be modeled by a switched time-
delay system. More details regarding the STDB framework can be found in [27].
So far, a rich body of literature has appeared on the analysis and synthesis issues
subject to various communication protocols based on these aforementioned frame-
works; see, for example, [26, 49–53]. The relevant research on networked systems
subject to communication protocols have the main focused attention on (1) the sta-
bility analysis of networked systems subject to various communication protocols, (2)
the communication-protocol-based control problem of networked systems, (3) the
communication-protocol-based filtering (or state estimation) problem of networked
systems and (4) the communication-protocol-based fault diagnosis problem of net-
worked systems.

1.3 Stability Analysis Subject to Protocol Scheduling

The performance analysis issue has gained a lot of research attention for networked
systems subject to protocol scheduling effects since the pioneering works [54–56].
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Stability is one of the most investigated performance indices of dynamical systems
[57]. The scheduling effects of communication protocols would lead to an enormous
impact on the stability of networked systems [41]. In [56], the stability analysis issue
has been studied for continuous-time linear time-invariant (LTI) systems subject to
the effects of RR protocol and TOD protocol, respectively. Furthermore, a maximum
allowable transfer interval (MATI) has been proposed to guarantee the global expo-
nential stability (GES) of a networked system subject to the TODprotocol. In [58], an
improved MATI has been obtained to guarantee the GES compared with [56] based
on the hybrid system method. The input–output Lp stability issue has been investi-
gated in [59] for continuous-time nonlinear systems subject to RR protocol and TOD
protocol, respectively. The results have been extended to the continuous-time nonlin-
ear systems subject to hybrid communication protocols in [60]. Based on the IHSB
framework, theLp stability problem has been addressed in [49] for continuous-time
networked systemswith communication protocol scheduling, time-varying transmis-
sion intervals and communication delays, where the trade-offs between the MATI,
maximally allowable delay (MAD) and performance gains have been provided.

The study on networked systems with RA protocol has been first reported in
[47], where sufficient conditions have been acquired to guarantee the Lp stabil-
ity for continuous-time networked systems. For discrete-time networked systems,
the mean-square stability has been analyzed based on the SWB framework in [51]
with RR, TOD and RA protocols, respectively. Generally speaking, there are two
different stochastic processes describing the scheduling behavior of the RA pro-
tocol. The first one is the independent and identically distributed (i.i.d.) sequence
of random variables, which has been first introduced in [47]. The other one is the
discrete-timeMarkov chain, which has been first adopted in [51]. The choice between
such two stochastic processes is dependent on the actual communication channel. In
[61], the authors have studied the exponential mean-square stability of networked
systems subject to two different RA scheduling models (i.e. the i.i.d. sequence of
random variables and the discrete-time Markov chain) respectively based on the
IHSB framework. In [62], the Lp stability issue has been addressed for nonlinear
networked systems with TOD protocol scheduling by using the small gain theorem.

The exponential mean-square stability analysis issue has been considered for net-
worked systems with two kinds of RR protocols in [63], where two Markov chains
have been employed to model the packet dropouts. In [64], the stability problem
has been investigated based on the STDB framework for discrete-time networked
systems with RR scheduling, constant communication delays and nonuniform sam-
pling scheme. The authors have extended the results in [27], where the exponential
stability has been considered for networked systems with time-varying communi-
cation delays and RR scheduling. Then, the authors have discussed the stability
issues subject to TOD protocol scheduling effects for continuous-time networked
systems and discrete-time networked systems in [65] and [52], respectively, where
the corresponding stability criteria have been derived by using the hybrid-delayed-
system-based approach. In [66], the mean-square stability has been discussed based
on the STDB framework for a class of stochastic networked systems with protocol
scheduling effects, where it has been shown that the TOD protocol would lead to
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a larger MATI compared with the RR protocol. It should be noted that the TOD
protocol is designed based on the “competitive” principle. As such, it is sometimes
difficult for certain network nodes to obtain sufficient opportunities in getting access
to the communication channel. In this case, some “improved” TOD protocols have
been developed to ensure that every node is eventually assigned with the network
access opportunity within a finite window of time. In [60], a so-called constant-
penalty TOD (CP-TOD) communication protocol has been introduced based on the
mechanism of “silent-time” and theLp stability of the networked system subject to
the CP-TOD scheduling has been studied. The input-to-state stability in probability
has been studied in [67] for nonlinear stochastic systems under quantization effects
and communication protocols in virtue of the switched Lyapunov function method.

1.4 Communication-Protocol-Based Filtering and Control

The filtering and control problems are two fundamental research topics in industrial
automation community. In order to evaluate the control and filtering performance,
various control andfilteringmethods have been developed. These control andfiltering
schemes can be categorized into several groups according to the considered systems
and noises as shown in Table1.1.

As discussed in Sect. 1.2, the closed-loop system dynamics of a networked sys-
tem is largely dependent on the protocol-induced effects. As such, the controller/filter
design of a networked system should take the protocol-induced effects into consid-
eration in order to achieve the desired performance. In this section, we would like to
review the communication-protocol-based control and filtering problems for differ-
ent systems.

1.4.1 Communication-Protocol-Based Filtering and Control
of Linear Time-Invariant Systems

The control problem of linear time-invariant (LTI) system is a hot research topic
that has attracted quite a lot of attention [34, 68–70]. The protocol-induced effects
lead to an enormous impact on the closed-loop system. Consider a typical linear
time-invariant system of the following form:

{
xk+1 = Axk + Buk + Eωk

yk = Cxk + Dνk .

Let the control input be uk = K ȳk . Then, based on the transmission model (1.1), the
dynamics of the closed-loop system subject to the ZOH method can be described as
follows:
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Table 1.1 The control and filtering methods for different systems with different noises

Noises Systems

Control problems

Linear
time-invariant
systems

Nonlinear
systems

Uncertain
systems

Time-varying
systems

Multi-agent
systems

Energy-bounded
noises

H∞ control, energy-to-peak control Finite-horizon
H∞ control

H∞ consensus
control

Norm-bounded
noises

Ultimate-bounded control, l2 control Ultimate-
bounded
control

Bounded
consensus
control

Stochastic
noises

LQG control, variance-constrained
control

Error-
constrained
control

Mean-square
consensus
control

Noises Systems

Filtering problems

Linear
time-invariant
systems

Nonlinear
systems

Uncertain
systems

Time-varying
systems

Networked
systems over
sensor networks

Energy-bounded
noises

H∞ filtering, energy-to-peak filtering Finite-horizon
H∞ filtering

Distributed H∞
filtering

Norm-bounded
noises

Ultimate-bounded filtering, l2 filtering Set-membership
filtering

Distributed
ultimate-
bounded
filtering

Stochastic
noises

Variance-constrained filtering Recursive
filtering

Distributed
recursive
filtering

[
xk+1

ȳk

]
=

[
A + BK�(ξk)C BK

(
I − �(ξk)

)
�(ξk)C I − �(ξk)

] [
xk
ȳk−1

]
+

[
E BK�(ξk)D
0 �(ξk)D

] [
ωk

νk

]
.

The dynamics of the closed-loop system subject to the ZI method can be described
as follows:

xk+1 = (
A + BK�(ξk)C

)
xk + Eωk + BK�(ξk)Dνk .

Obviously, the above two difference equations are in fact linear time-invariant sys-
tems with certain switching behaviors. The main purpose of the communication-
protocol-based control problem of time-invariant systems is to design the controller
parameters subject to such switching systems. In [71], a co-design strategy of TOD
protocol scheduling and controller has been developed for a class of LTI systems,
where the desired controller parameter has been acquired by solving a set of matrix
inequalities. The results have been extended to the co-design problem of TOD proto-
col and controller for linear time-delay networked systems in [72], where the desired


