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Introduction
The Universe is a huge expanse of space containing
innumerable quantum, molecular and material elements.
The physical sciences have discovered space-time and
quantum particles, and there exists the possibility of
producing scientific theories about the creation and the
reasons for the state of the Universe, specifying the
generation, the role and the action of all the elements that
it contains. We will propose a universe generation model by
considering that it is formed in regard to the expansion of
an informational substratum possessing great informational
energy and applying everywhere a self-organizing law to
produce, by emergence, the space and all the material
elements in continuous organization.
To understand what the Universe is, we scientifically
observe very many elements at multiple scales, compelling
us to ask three major fundamental questions and provide
precise answers:

– What was the initial state of generation of this
universe, a state where there was neither space nor
time and where nothing physical existed?
– What is the space of the Universe, how did the space
that allows the generation and deployment of all
physical elements come to be created?
– What is this organization of the Universe that allowed
the creation of atoms, molecules, clouds of physical
components, then stars, galaxies and planets with
physical and temporal stability, and what is it that
allowed the creation of the extraordinary development
of life on Earth, up to humans who ask existential
questions?



To answer these questions, we can define a truly unifying
model for the notions of generation of space, of quantum
elements and of all material elements and also of all living
organisms. We must posit that there was an empty space
available upon the creation of the Universe and then
particles in place there, developing and unfolding at
random using energy. We need an answer with a conceptual
unification of the creation of the space of the Universe, of
the quantum particles, of the molecules and of the material
aggregates, and we need to define what this energy was
which enabled the creation of all that and especially to
specify why the physical elements aggregated to constitute
such aggregates leading to the suns, to the planets and to
life. In fact, it is necessary to make a unifying analysis of
the generation of the Universe and not only multiple local
analyses, in bottom-up and top-down approaches. It is
necessary to define an organizational law that engages in a
continuous way the organization of the Universe. We will
pose that the unification was realized by an informational
substrate of the Universe, under the quantum level, the
Universe being then a self-organized emergence on this
substrate.
In order to define a unifying generation model of the
Universe, we must first define a very singular initial state
which engaged the creation of all space and all elements
according to a generative hyper-process, then specify how
the generative processes unfolded in a continuous and self-
organized way. We posit that this singular initial state
generator of the Universe is a localized informational
system, that it was defined elsewhere and that it produced
a quantity of informational elements which also produced
some of the same. It was thus a generating system
producing elements which in turn generated. We will then
develop an informational model where all the structure and
all the elements of the Universe will be considered based



on informational fields of communication, allowing these
fields to generate structures with temporal permanence
and forming both informational and material elements.
Furthermore the notion of information used will be
different from the one defined by the Turing machines that
run programs. We will use the notion of organizational
information which will in turn use the notion of
informational fields of communications, of the type, for
example of a photon field but more intense and totally
invisible due to operating at a speed much higher than the
speed of light, and which will produce a space of dense
communicational links everywhere between all the created
elements. This space of informational links will be the
substrate producing the space of the Universe. Therefore,
there is an informational substrate that will perform
incentive control at multiple scales, to continuously
produce an emergence that will be the space-time with all
the physical elements of the Universe being generated. It
will be necessary to introduce a fundamental organizational
law that will regulate all the formations and aggregations
of generated elements, in order not to have a system
randomly generating a set that becomes chaotic with very
little structural coherences.
We assume that the generating element is an autonomous
and complex informational element which will generate
many informational elements which will be very
communicative among themselves. This generating element
will use informational energy that will be given to it by its
builders and which it will diffuse to the elements that it will
generate. The informational energy will therefore be the
force that will activate all the informational fields and all
the generated informational elements. The elements
produced by the generating element will be of two types as
will the production of these elements: either they will be
structural elements and they will then form cells of the



empty space which will constitute themselves on the
informational links of the communications and which will
unify to generate the space of the Universe, or they will be
elements of activity, endowed with informational energy
and whose actions will be to communicate to form
aggregates constituting the material elements of the
Universe, and they will duplicate themselves by producing
other elements of activity or structure to realize the
expansion of the Universe.
The generated elements of activity will contain fermions
and will produce, by their informational communications,
the quantum-type particles. So, from the initial generating
element, there is the beginning of the production of space
in the form of empty cells and elements of activity that will
constantly produce others that will be elements of activity
or structure, thus continuing the generation of space and
quantum elements. All the elements of activity, which are of
the type of informational fields, will be able to
communicate to generate aggregates, that is, to produce
atoms, molecules then all physical elements of the
Universe. Thus the Universe generates itself, without
ceasing its process of organizational deployment produced
by the incentive of the organizational substrate which is its
incentive controller at the informational level, because it
imposes the application of an organizational law allowing
the generation of structured aggregations.
We therefore propose a model considering the whole
universe as a fundamentally informational and self-
organizing system, composed of what we will call
informational fields making up the elements of activity in
the generated space, the Universe being in constant
expansion. The structure of any produced element of
activity will thus be considered as both material and
informational, and the organizing informational fields will
exist at all scales of physical elements. The Universe will



thus be an organizational emergence on a substrate of
informational energy that produces incentive control,
which will be the application of the organizational law that
we will define precisely.
In the model describing the generation of the Universe and
all its elements, including the living organisms on Earth, by
explaining the communicative action of genes, we therefore
pose a central hypothesis which specifies that the Universe
has an informational substratum, that everything is based
on the generation and action of informational fields which
use a basic informational energy and that this activity is
subject to a law of multiscale incentive organization. We
will show that the formation of the Universe can be
represented by an informational program which generates
its elements and uses a considerable dynamic memory for
the control of the operations and which will be its
informational substratum.
We will develop the reasons for the creation and evolution
of life on Earth. The model will be based on the notion of
communication between all the generating and generated
elements enveloped by what we will call physical and
informational membranes and which exchange information
with incentive values specifying morphological
modifications in these fields and thus in the generated
organs. We will show that the organizational law can
produce specific local bifurcations and that it is the case on
the planet Earth which produced all living beings. We will
show how the control that allows the modification of the
organizations is carried out by introducing the notion of a
morphological pattern, an informational element that alters
the communications, that allows for modifying the action of
the genomes and thus for evolution to occur, and that
allows the psychic systems of human beings to have
fundamental drives and tendencies. This will make it
possible to show how and why terrestrial life was



constituted, how and why sexuality was formed for the
reproduction of organisms and how and why innumerable
very sophisticated and intercommunicating species were
formed, making up the Gaia system. We can then say that
all life on Earth is based on an informational organization
and that it is desirable that we apprehend well this type of
information in its domains, in order for humans to position
themselves in evolutionary social structures that are really
shared by the use of fundamental communications, moving
towards ethical, cultural and peaceful societies.
We will therefore present what this generating information
is, how the informational fields operate in communications,
how the informational envelopes of quantum and molecular
elements are formed. We will present the informational law
that allows the substrate of informational energy to incite
the realization of material aggregates, then of stars and
planets. We will see that we can use the notion of agent,
which has been deeply developed in computer science, by
defining informational agents representing physical
elements in the Universe. Then in the second part, we will
present how the generation of life on Earth was achieved
by explaining why and how there was a continuous
evolution of the formation of all species, how reproduction
permits the generation of new organisms forming groups
and then new species.
The informational model presented is an attempt to unify
many scientific fields analyzing all the elements that make
up the Universe, starting from the quantum elements and
going all the way to the living organisms on Earth.



Part 1
Informational Generation
of the Universe



1
The Computable Model, Computer
Science and Physical Concepts
We will first specify the foundations of computer science
considered as the science of the calculable, and then
expose the general physical theories on the situation of the
elements of the Universe.
Computer science, as a science, is based on the computable
model of functions and compositions of functions, which is
the Turing model. In its applicative aspects, computer
science today has considerable technological applications
that invest all types of production in the world, that have
upset the use of communications and the manipulation and
processing of the knowledge used. We will present the
fundamental model on which the calculable functions are
based and we will see that we must go towards another
model of information manipulation to conceive at the
informational level the generation of the space of the
Universe and the elements constituting it.

1.1. The Turning model
Mathematicians and computer scientists have been
interested in the classes of functions that can be calculated
with algorithms, which are automatic calculation processes
understood as sequences of instructions defining the values
that the variables of the activated functions take. An
algorithm is therefore a sequence of instructions that
calculates the value of various specific functions, and is
defined by its various steps.



The mathematician Alan Turing, in 1936, before the
invention of the first computers, posited the existence of an
abstract machine capable of calculating all the values of
any mathematical function defined on the integers
according to an automatic process. Such a machine
consists of an infinite tape for storing data and has two
parts – one used to read the new data and the other to
store them. These data are numbers, which are interpreted
by a reading system and written by a writing system and
which transmits the read values to the instructions of the
machine which uses them to produce the result, which is
another sequence of numbers placed in the memorizing
part of the tape (see Figure 1.1). There is thus a reading–
writing head which makes it possible to specify the actions
for processing the instructions. The machine is, at each
step of calculation, in a state which is represented by a
certain numerically indexed symbol and it is given a precise
quantity of these states during its construction. The
program of the machine is a set of instructions processing
the read values to produce a numerical result. Each
instruction has two parts: its trigger to activate and its
action to process the value read from the tape. The correct
instruction is activated by the trigger and it reads and
processes the digital data that is being accessed on the
read tape. Its action is to use and rewrite this value read in
the same cell of the tape so that it can be used by other
machines and then to move the reading head by one cell or
not to move it, and then possibly to change its state to
specify another one.
An elementary instruction of the Turing machine thus has
the form of the following quadruplet (qi, Sj, Sk, qs) with:

qi is the current state of the machine;

Sj is the piece of data which is read on the reading head;



Sk is the numeric character that will replace Sj;

qs is the new current state of the machine after the
replacement.
However, the machine can also have one of the following
two forms, with D and G being the actions of simply moving
the read head to the right or left without writing anything
on the read–write tape:
(qi, Sj, D, qs)

(qi, Sj, G, qs)

This machine is totally automatic, and it is the most
elementary possible with regard to the calculations to be
carried out. It is the most important universal machine in
the history of computation. All the algorithms use
sequences of instructions and are therefore sophisticated
compositions of Turing machines, and the instructions can
lead to the request after their execution to place
themselves on another instruction to be executed by the
famous “Go to” and this repeatedly until meeting the
instruction “End” of the end of execution of the instructions
of the algorithm.
The functions that the Turing machine computes are called
recursive primitive functions and they operate on
sequences of natural numbers. They are obtained from
basic functions, like identity, projection, successor function,
using composition, recurrence and minimization, and they
are executed in associations. They define all the usual
arithmetic functions by machine associations, like power
functions, products and sorts, and they are thus the basic
model of what can be defined in mathematics to operate on
sequences of integers.



Figure 1.1. The Turing machine
All the calculations of the values of numerical functions are
thus based on the design of Turing machines. We define a
general function on a given problem and its effective
calculation amounts to defining the set of Turing machines
which will represent it.
However, we can proceed in a much more general way by
using the differential equations of mathematics. In this
framework, we first define functions and constants
specifying the elements in relation in a physical system
describing a natural phenomenon and we place these
functions in differential equations representing the spatial–
temporal relations between the observable elements of the
phenomenon. We then seek the solutions of these
differential equations giving the values of the functions and
thus giving the solution of the problem of the relations and
movements by comparing with the results of the physical



observation to validate the equations. However, this
problem does not always offer a good solution in
fundamental physics which uses differential equations and
partial differential equations representing the relations
between the functions which are the characters of the
studied problem, because the solution of these equations, if
they are indeed calculable, is not always in agreement with
the experimental measurements.
This approach is characterized as ascending, because we
start from the observation of the phenomenon and we try to
represent it by variables and functions that describe its
evolution. It is therefore assumed that there is a space
available and that the physical phenomena that occur in
this space with structured elements must be precisely
described to measure their evolution.

1.2. Computer science
At the base of everything that is done and calculated by
computers, there is a very general and far-reaching
scientific problem. To understand it well, we must approach
the science of the calculable. Let us consider the problem
of the mathematical calculation of integer functions. We are
interested here in what can be done with the integers, that
is, those going from zero to infinity, and used, for example,
to count objects. This set is noted N, the set of natural
numbers. We know, in mathematics, that we can calculate
many things using integers, and we can define a lot of
functions of the set of integers in itself. Indeed, we can
code everything that is symbolic, everything that is
cognitive with natural integers. Let us recall that any
integer can be represented, if necessary, in base two, that
is, with the two digits 0 and 1. We can generalize this and
be interested in functions whose argument is formed by a
sequence of n integers, the value of the function being



another sequence of integers. In this case, we are
interested in vectors of integers. We have thus defined all
the functions with n integer arguments, and whose values
are certain sequences of integers. We are in the domain of
integer mathematics where any formula is in the form of a
sequence of signs. We can encode this sequence of signs by
integers and thus represent any mathematical formula by a
sequence of vectors of integers. Any mathematical
demonstration is, in the same way, a sequence of signs that
can also be coded by integers. We can therefore see that
the study of integer functions is a fundamental problem of
the representation of mathematical language. The question
is the following: since the formulas and the mathematical
demonstrations of the domain of integers are finite
sequences of signs, can we represent the demonstrations
by programs? The answer will be yes, and for a very large
set of functions and demonstrations.
Computer science as a science of the calculable appears
here. All these integer functions, all that mathematicians
can define on these integers in the form of various
equations, are equivalent to computer programs of abstract
machines. It has been shown that for any function of a
sequence of integers in another sequence of integers to
make mathematical sense, to be coherent, there must exist
some abstract machine, an “abstract computer”, with
instructions that allow it to be calculated. The existential of
all mathematical functions on integers has a meaning if the
computable allows it to have one and vice versa. This very
powerful theoretical result is the famous thesis of Alonzo
Church, dating from 1936. It amounts to saying that for a
function on integers to have a mathematical meaning, to be
coherent, we need only define the program of a theoretical
machine which can calculate it. If there is no such
program, the function does not exist and is not logically
admissible. Today, the fields of application of computer



science are considerable, making it possible to represent
practically all structurable knowledge in all fields and to
direct quantities of electronic devices in real time.
In the usual approach, computer science deals with the
processing of information related to multiple calculations,
including those established from a great number of
functions, with systems using as a basic element what is
called state machines. A state machine is an abstract
machine passing through strictly determined states,
choosing them one after the other from a set defined as
available, and in which precise elementary instructions are
executed. We use the automaton by starting from an initial
state to reach a final state which is the expected result of
the following calculations. This notion of state automaton is
fully used when dealing with problems that are
decomposed into many sub-problems, all very well defined,
the whole forming a perfectly structured set, where what is
to be computed at each step is well specified and develops
the continuation of what is to be computed. Such problems
belong to the class of what are called well decomposable
problems. Computer science deals, at the electronic level,
with binary information encoding elementary instructions,
forming the programs themselves composed of sequences
of calculations carried out by elementary instructions. The
length of the programs and the number of instructions of a
program can be considerable, and several programs can
easily be executed at the same time and communicate to
each other at the right time information allowing to realize
well synchronized calculations. But, in a classical way, any
program remains a sequence of calculations which, step by
step, each calculation step after each calculation step,
passes through a finite number of predefined states until its
final state.
This locally mechanistic vision of the computing process
has evolved a lot. Today, we know how to make many, many



programs communicate, based on state machines, which
run in parallel and, above all, which modify their own
machines during their operation by communicating to
synchronize themselves, even though the basis of each
program is still the state machine. We have therefore
shifted the framework of the regular automation of
programs to the notion of autonomy. We know how to build
programs made of many sub-programs which have their
own behavior, which can communicate, synchronize, modify
themselves and which can especially generate new
programs breaking the order given by the initially
conceived state machines. These systems are called
adaptive multiprocess systems, and they are the ones
that run on current computer clusters. Indeed, this is the
case for any networked operating system that manages the
simultaneously active resources and applications of a
desktop computer, which is so common today. The notion of
multiprocessing is important, and it has been a basic notion
for the conception of artificial consciousness (Cardon
2018), because it places the consideration of programs at
the level of autonomous software entities, active, carrying
out precise local actions and above all highly
communicative with each other in order to form dynamic
structures that are constantly changing.
We will use the following two different notions of the term
process:

– The notion of a functional process which is seen as
a vast movement of components exchanging
information and energy, and producing the state of a
certain system, as is the case of brains producing
representations. We can thus speak of the process of
emergence of a form of thought about something
focused from a trigger generating intention.



– The much more precise notion of computer process,
which is a small program wrapped in utilities and
processed in a computer system that handles quantities
of them simultaneously. We will then speak of swarms
of processes to designate very numerous computer
processes running in competition, this notion of swarm
of processes being then close to the other notion of
functional process.

Generally speaking, there are two categories of programs
in computer science:

– The category of programs where it is a question of
calculating a given function which is precise, well
defined in advance, of strictly developing the
calculations of all the necessary steps, which amounts
to the execution of a structured set of state machines.
– The category of autonomous programs composed of
multiple swarms of processes that will run in parallel,
that will capture internal and external information, that
will confront each other at certain times to exchange
information, that will modify themselves, generate
others and thus create new processes, to finally
produce a global result that will be the most adapted to
the situation that has evolved from its initial phase.

The second category is, for example, the state of all
Internet users’ programs over a given period of time, when
these programs themselves constantly consult and modify
highly interactive Web sites. There are no permanent
elements in this case and the problem cannot be based on
an a priori decomposition into permanent elements.
The difference between the two categories of problems
proposed lies in a fundamental point. There are programs
in both cases, but in the second case, they will have to be



constantly modified, rewritten and evolve, whereas in the
first case, the software is used as it was conceived, with its
initial capacities well-defined and non-variable during use.
The second case must make one think of a certain form of
autonomous, very abstract, artificial behavior.

1.3. Formation of the Universe in
physical sciences
In mathematics there exists the domain of real numbers,
which is a complete Archimedean body, whose use defines
sophisticated and very powerful equations: the differential
equations and the partial differential equations. This
domain of real numbers using differential equations has
allowed physicists to define very fine theories of the
evolution of matter in the Universe. To define a differential
equation, we first define the variables that characterize the
observed system, and then we define the functions and
their relations that should allow us to predict the evolution
of the values of the variables, taking into account the
values of certain constants. All this is put into a differential
equation which must calculate the functions and thus
obtain the characters of the evolution of a system starting
from an initial state. This will be used in a very important
way.
The physical sciences have been working for a very long
time on a generation model for the Universe. The main
model of the physical theory describing the creation of the
Universe is the Big Bang model, posed by Alexandre
Friedmann in 1925 and by Edwin Hubble in 1929, then very
widely developed thereafter. This model posits the
existence of a primordial nucleosynthesis, a very singular
set of quantum elements with a considerable temperature
that inhibits the propagation of photons that continuously
interact with quantum particles. After a hundred seconds,



the photons lose energy and the protons and neutrons are
able to associate in a durable way to generate the first
complex nuclei of the elements. From this initial set, the
Universe developed by a considerable dilation while its
temperature remained very high. The initial temperature of
the Universe fell to reach 3000 degrees after 380,000
years, producing light by the emission of quantities of
photons. This light of the cosmological background
radiation (Peebles 1980) is observable today, when the
temperature of the Universe is only 2.7 degrees above
absolute zero. The light formed by the photons therefore
propagated out of this initial set by constituting the
cosmological background, it propagated in a space whose
theory does not specify how it is formed or where it comes
from (Klein 2010). The classical model posits that the
generic elements of the galaxies were created by this very
particular initial set and that the Universe was constituted
by continuous dilation, its expansion.
The Big Bang theory thus posits that the Universe
originated from a singular point 13.7 billion years ago, but
there is no precise notion of the formation of space or time,
only a notion of considerable energy at this initial moment
in the form of photon fields and the activity of quantum
elements. Physically observable matter appeared from this
initial state at a very high temperature, with neutrons,
protons and electrons in considerable numbers, the protons
being assumed to be seven times more numerous than the
neutrons. Then were formed, by combinations, nuclei of
hydrogen and helium. This set of elements will not cease to
expand very strongly in space, thus lowering its
considerable temperature and allowing the activation of
physical processes that will form the nuclei of many atoms.
All this is defined by differential equations with constants,
variables and functions, and these are the equations that
give us all the characteristics of this expanding universe.



According to these equations formulating the notion of
energy, the temperature of several billion degrees Kelvin
drops in a few seconds to one billion degrees Kelvin. Then,
protons and neutrons are able to associate to form heavy
hydrogen nuclei by releasing photons. Some of these nuclei
are able to attract an electron to form a hydrogen atom.
Some hydrogen atoms are able to attract each a proton, a
neutron and an electron from their neighborhood to form
helium nuclei, the helium atom being four times heavier
than the hydrogen atom. It is deduced in this theory that
99% of the mass of the Universe is formed during this
process, being thus constituted mainly of hydrogen and
helium.
It is well-observed that hydrogen is very present in the
Universe and this leads us to the following result: a quarter
of the mass of the Universe is formed of helium and three
quarters of hydrogen atoms.
The scientific theory states that the matter in the Universe
represents 5% compared to the empty space which is
considerable, but it also states that there is dark matter
which is six times more important than the visible matter
and which allows the maintenance of the conformation of
galaxies and their structures which otherwise would not
cease to dilate and therefore could not exist. However, this
dark matter has not been physically found or observed. The
theory posits that there is 70% dark matter and 75% dark
energy in the Universe, which are still undetectable with
current observational equipment. In our model, we will
pose a hypothesis specifying what dark matter is precisely.
It is posed that the variations of density of matter will
allow, by undergoing gravitational force, to form in the
galaxies structures made up of stars and planets.
This description, describing how to generate the structures
of material elements of all sizes, gives a very important



place to chance. There is the chance of communications
between protons and neutrons forming the first atoms,
there is the chance of collisions between these atoms
generating photons and constituting other atoms, then the
chance of movements of atoms aggregating and forming
small masses. There is finally the chance of the meetings of
these small masses to form bigger masses, very big masses
aggregating the smallest by the force of gravity, attracting
to them the small ones and thus forming the stars and the
planets.
In this general theory, everything is based on the atomic
elements that can combine according to the chance of
formation of aggregates of atoms that will form structured
elements having permanence, like those of the stars and
planets, and that are positioned in the available empty
space of the Universe. But there are theoretical
contradictions between quantum physics and the theory of
gravity, as these two approaches to reality do not manage
to agree by modeling domains of the Universe that are at
totally different scales defined by equations that are not
compatible.
The theory of the generation of our universe states that it is
expanding. The theory is based on the notion of energy and
expansive dilation but does not give any explanation on
what is the space where the particles are located and how
this space is formed. The great fundamental question is
then the following:

– What is space, where does it come from, how and why
is it generated by allowing physical elements to take
place in it?

We are then going to specify that all that exists in the
Universe is in the form of particular informational fields
with deployment in a space that is going to be the dynamic


