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Preface

Uncertain data management has seen a revival in interest in recent years be-
cause of a number of new fields which utilize this kind of data. For example, in
fields such as privacy-preserving data mining, additional errors may be added
to data in order to mask the identity of the records. Often the data may be
imputed using statistical methods such as forecasting. In such cases, the data
is uncertain in nature. Such data sets may often be probabilistic in nature. In
other cases, databases may show existential uncertainty in which one or more
records may be present or absent from the data set. Such data sets lead to a
number of unique challenges in processing and managing the underlying data.

The field of uncertain data management has been studied in the traditional
database literature, but the field has seen a revival in recent years because of
new ways of collecting data. The field of uncertain data management presents
a number of challenges in terms of collecting, modeling, representing, query-
ing, indexing and mining the data. We further note that many of these issues
are inter-related and cannot easily be addressed independently. While many of
these issues have been addressed in recent research, the research in this area is
often quite varied in its scope. For example, even the underlying assumptions
of uncertainty are different across different papers. It is often difficult for re-
searchers and students to find a single place containing a coherent discussion
on the topic.

This book is designed to provide a coherent treatment of the topic of uncer-
tain data management by providing surveys of the key topics in this field. The
book is structured as an edited volume containing surveys by prominent re-
searchers in the field. The choice of chapters is carefully designed, so that the
overall content of the uncertain data management and mining field is covered
reasonably well. Each chapter contains the key research content on a particular
topic, along with possible research directions. This includes a broad overview
of the topic, the different models and systems for uncertain data, discussions
on database issues for managing uncertain data, and mining issues with uncer-
tain data. Two of the most prominent systems for uncertain data have also been
described in the book in order to provide an idea how real uncertain data man-
agement systems might work. The idea is to structurally organize the topic,



vi

and provide insights which are not easily available otherwise. It is hoped that
this structural organization and survey approach will be a great help to stu-
dents, researchers, and practitioners in the field of uncertain data management
and mining.

Preface
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Chapter 1

AN INTRODUCTION TO UNCERTAIN DATA

ALGORITHMS AND APPLICATIONS

Charu C. Aggarwal
IBM T. J. Watson Research Center

Hawthorne, NY 10532

charu@us.ibm.com

Abstract

In recent years, uncertain data has become ubiquitous because of new tech-
nologies for collecting data which can only measure and collect the data in an
imprecise way. Furthermore, many technologies such as privacy-preserving data
mining create data which is inherently uncertain in nature. As a result there is
a need for tools and techniques for mining and managing uncertain data. This
chapter discusses the broad outline of the book and the methods used for various
uncertain data applications.

1. Introduction

In recent years many new techniques for collecting data have resulted in an
increase in the availability of uncertain data. While many applications lead to
data which contains errors, we refer to uncertain data sets as those in which
the level of uncertainty can be quantified in some way. Some examples of
applications which create uncertain data are as follows:

Many scientific measurement techniques are inherently imprecise. In
such cases, the level of uncertainty may be derived from the errors in the
underlying instrumentation.

Many new hardware technologies such as sensors generate data which is
imprecise. In such cases, the error in the sensor network readings can be
modeled, and the resulting data can be modeled as imprecise data.



2 MANAGING AND MINING UNCERTAIN DATA

In many applications such as the tracking of mobile objects, the future
trajectory of the objects is modeled by forecasting techniques. Small
errors in current readings can get magnified over the forecast into the
distant future of the trajectory. This is frequently encountered in cosmo-
logical applications when one models the probability of encounters with
Near-Earth-Objects (NEOs). Errors in forecasting are also encountered
in non-spatial applications such as electronic commerce.

In many applications such as privacy-preserving data mining, the data is
modified by adding perturbations to it. In such cases, the format of the
output [5] is exactly the same as that of uncertain data.

A detailed survey of uncertain data mining and management algorithms may
be found in [2]. In this book, we discuss techniques for mining and managing
uncertain data. The broad areas covered in the book are as follows:

Modeling and System Design for Uncertain Data: The nature of com-
plexity captured by the uncertain data representation relies on the model
used in order to capture it. The most general model for uncertain data
is the possible worlds model[1], which tries to capture all the possible
states of a database which are consistent with a given schema. The gen-
erality of the underlying scheme provides the power of the model. On the
other hand, it is often difficult to leverage a very general representation
for application purposes. In practice, a variety of simplifying assump-
tions (independence of tuples or independence of attributes) are used in
order to model the behavior of the uncertain data. On the other hand,
more sophisticated techniques such as probabilistic graphical models
can be used in order to model complex dependencies. This is a natu-
ral tradeoff between representation power and utility. Furthermore, the
design of the system used for representing, querying and manipulating
uncertain data critically depends upon the model used for representation.

Management of Uncertain Data: The process of managing uncertain
data is much more complicated than that for traditional databases. This
is because the uncertainty information needs to be represented in a form
which is easy to process and query. Different models for uncertain
data provide different tradeoffs between usability and expressiveness.
Clearly, the best model to use depends upon the application at hand.
Furthermore, effective query languages need to be designed for uncertain
data and index structures need to be constructed. Most data management
operations such as indexing, join processing or query processing need to
be fundamentally re-designed.

Mining Uncertain Data: The uncertainty information in the data is use-
ful information which can be leveraged in order to improve the quality
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of the underlying results. For example, in a classification application, a
feature with greater uncertainty may not be as important as one which
has a lower amount of uncertainty. Many traditional applications such
as classification, clustering, and frequent pattern mining may need to
re-designed in order to take the uncertainty into account.

This chapter is organized as follows. In the next section, we will discuss the
broad areas of work in the topic of uncertain data. Each of these areas is
represented by a chapter in the book. The next section will discuss a summary
of the material discussed in the chapter and its relationship to other chapters in
the book. Section 3 contains the conclusions.

2. Algorithms for Uncertain Data

This section will provide a chapter-by-chapter overview of the different top-
ics which are discussed in this book. The aim is to cover the modeling, man-
agement and mining topics fairly comprehensively. The key algorithms in the
field are described fairly comprehensively in the different chapters and the rele-
vant pointers are provided. The key topics discussed in the book are as follows:

Models for Uncertain Data. A clear challenge for uncertain data man-
agement is underlying data representation and modeling [13, 16, 20]. This is
because the underlying representation in the database defines the power of the
different approaches which can be used. Chapter 2 provides a clear discus-
sion of the several models which are used for uncertain data management. A
related issue is the representation in relational databases, and its relationship
with the query language which is finally used. Chapter 3 also discusses the
issue of relational modeling of uncertain data, though with a greater emphasis
on relational modeling and query languages. While chapter 2 discusses the
formal definitions of different kinds of models, chapter 3 discusses some of
the more common and simplified models which are used in the literature. The
chapter also discusses the implications of using different kinds of models from
the relational algebra perspective.

Probabilistic Graphical Models. Probabilistic Graphical Models are a
popular and versatile class of models which have significantly greater expres-
sive power because of their graphical structure. They allow us to intuitively
capture and reason about complex interactions between the uncertainties of
different data items. Chapter 4 discusses a number of common graphical mod-
els such as Bayesian Networks and Markov Networks. The chapter discusses
the application of these models to the representation of uncertainty. The chap-
ter also discusses how queries can be effectively evaluated on uncertain data
with the use of graphical models.
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Systems for Uncertain Data. We present two well known systems for
uncertain data. These are the Trio and MayBMS systems. These chapters will
provide a better idea of how uncertain data management systems work in terms
of database manipulation and querying. The Trio system is described in chapter
5, whereas the MayBMS system is discussed in chapter 6. Both these chapters
provide a fairly comprehensive study of the different kinds of systems and
techniques used in conjunction with these systems.

Data Integration. Uncertain data is often collected from disparate data
sources. This leads to issues involving database integration. Chapter 7 dis-
cusses issues involved in database integration of uncertain data. The most im-
portant issue with uncertain data is to use schema mappings in order to match
the uncertain data from disparate sources.

Query Estimation and Summarization of Uncertain Data Streams.

The problem of querying is one of the most fundamental database operations.
Query estimation is a closely related problem which is often required for a
number of database operations. A closely related problem is that of resolving
aggregate queries with the use of probabilistic techniques such as sketches.
Important statistical measures of streams such as the quantiles, minimum, max-
imum, sum, count, repeat-rate, average, and the number of distinct items are
useful in a variety of database scenarios. Chapter 8 discusses the issue of
sketching probabilistic data streams, and how the synopsis may be used for
estimating the above measures.

Join Processing of Uncertain Data. The problem of join processing is
challenging in the context of uncertain data, because the join-attribute is prob-
abilistic in nature. Therefore, the join operation needs to be redefined in the
context of probabilistic data. Chapter 9 discusses the problem of join process-
ing of uncertain data. An important aspect of join processing algorithms is that
the uncertainty model significantly affects the nature of join processing. The
chapter discusses different kinds of join methods such as the use of confidence-
based join methods, similarity joins and spatial joins.

Indexing Uncertain Data. The problem of indexing uncertain data is
especially challenging because the diffuse probabilistic nature of the data can
reduce the effectiveness of index structures. Furthermore, the challenges for
indexing can be quite different, depending upon whether the data is discrete,
continuous, spatio-temporal, or how the probabilistic function is defined [8, 9,
12, 22, 23]. Chapter 10 provides a comprehensive overview of the problem
of indexing uncertain data. This chapter discusses the problem of indexing
both continuous and discrete data. Chapter 11 further discusses the problem of



An Introduction to Uncertain Data Algorithms and Applications 5

indexing uncertain data in the context of spatiotemporal data. Chapters 10 and
11 provide a fairly comprehensive survey of the different kinds of techniques
which are often used for indexing and retrieval of uncertain data.

Probabilistic XMLData. XML data poses a number of special challenges
in the context of uncertainty because of the structural nature of the underlying
data. Chapter 12 discusses uncertain models for probabilistic XML data. The
chapter also describes algebraic techniques for manipulating XML data. This
includes probabilistic aggregate operations and the query language for XML
data (known as PXML). The chapter discusses both special cases for probabil-
ity distributions as well as arbitrary probability distributions for representing
probabilistic XML data.

Clustering Uncertain Data. Data mining problems are significantly in-
fluenced by the uncertainty in the underlying data, since we can leverage the
uncertainty in order to improve the quality of the underlying results. Cluster-
ing is one of the most comprehensively studied problems in the uncertain data
mining literature. Recently, techniques have been designed for clustering un-
certain data. These include the UMicro algorithm, the UK-means algorithms,
the FDBSCAN, and FOPTICS algorithms [6, 18, 19, 21]. Recently, some ap-
proximation algorithms [7] have also been developed for clustering uncertain
data. Chapter 13 discusses a comprehensive overview of the different algo-
rithms for clustering uncertain data.

General Transformations for Uncertain Data Mining. A natural ap-
proach to uncertain data management techniques is to use general transforma-
tions [3] which can create intermediate representations which adjust for the
uncertainty. These intermediate representations can then be leveraged in order
to improve the quality of the underlying results. Chapter 14 discusses such
an approach with the use of density based transforms. The idea is to create a
probability density representation of the data which takes the uncertainty into
account during the transformation process. The chapter discusses two appli-
cations of this approach to the problems of classification and outlier detection.
We note that the approach can be used for any data mining problem, as long
as a method can be found to use intermediate density transformations for data
mining purposes.

Frequent Pattern Mining. Chapter 15 surveys a number of different
approaches for frequent pattern mining of uncertain data. In the case of trans-
actional data, items are assumed to have existential probabilities [4, 10, 11],
which characterize the likelihood of presence in a given transaction. This in-
cludes Apriori-style algorithms, candidate generate-and-test algorithms, pat-
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tern growth algorithms and hyper-structure based algorithms. The chapter ex-
amines the uniqueness of the tradeoffs involved for pattern mining algorithms
in the uncertain case. The chapter compares many of these algorithms for the
challenging case of high existential probabilities, and shows that the behavior
is quite different from deterministic algorithms. Most of the literature [10, 11]
studies the case of low existential probabilities. The chapter suggests that the
behavior is quite different for the case of high-existential probabilities. This
is because many of the pruning techniques designed for the case of low exis-
tential probabilities do not work well for the case when these probabilities are
high.

Applications to Biomedical Domain. We provide one application chapter
in order to provide a flavor of the application of uncertain DBMS techniques
to a real application. The particular application picked in this case is that of
biomedical images. Chapter 16 is a discussion of the application of uncertain
data management techniques to the biomedical domain. The chapter is particu-
lar interesting in that it discusses the application of many techniques discussed
in this book (such as indexing and join processing) to an application domain.
While the chapter discusses the biological image domain, the primary goal is
to present an example of the application of many of the discussed techniques
to a particular application.

3. Conclusions

In this chapter, we introduced the problem of uncertain data mining, and
discussed an overview of the different facets of this area covered by this book.
Uncertain data management promises to be a new and exciting field for prac-
titioners, students and researchers. It is hoped that this book is able to provide
a broad overview of this topic, and how it relates to a variety of data mining
and management applications. This book discusses both data management and
data mining issues. In addition, the book discusses an application domain for
the field of uncertain data. Aside from the topics discussed in the book, some
of the open areas for research in the topic of uncertain data are as follows:

Managing and Mining Techniques under General Models: Most of
the uncertain data mining and management algorithms use a variety of
simplifying assumptions in order to allow effective design of the under-
lying algorithms. Examples of such simplifying assumptions could im-
ply tuple or attribute independence. In more general scenarios, one may
want to use more complicated schemas to represent uncertain databases.
Some models such as probabilistic graphical models [15] provide greater
expressivity in capturing such cases. However, database management
and mining techniques become more complicated under such models.



An Introduction to Uncertain Data Algorithms and Applications 7

Most of the current techniques in the literature do not use such general
models. Therefore, the use of such models for developing DBMS tech-
niques may be a fruitful future area of research.

Synergy between Uncertain Data Acquisition and Usage: The utility
of the field can increase further only if a concerted effort is made to
standardize the uncertainty in the data to the models used for the general
management and mining techniques. For example, the output of both
the privacy-preserving publishing and the sensor data collection fields
are typically uncertain data. In recent years, some advances have been
made [5, 14] in order to design models for data acquisition and creation,
which naturally pipeline onto useful uncertain representations. A lot
more work remains to be done in a variety of scientific fields in order to
facilitate model based acquisition and creation of uncertain data.
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Abstract We discuss, compare and relate some old and some new models for incomplete
and probabilistic databases. We characterize the expressive power of c-tables
over infinite domains and we introduce a new kind of result, algebraic comple-
tion, for studying less expressive models. By viewing probabilistic models as
incompleteness models with additional probability information, we define com-
pleteness and closure under query languages of general probabilistic database
models and we introduce a new such model, probabilistic c-tables, that is shown
to be complete and closed under the relational algebra. We also identify funda-
mental connections between query answering with incomplete and probabilistic
databases and data provenance. We show that the calculations for incomplete
databases, probabilistic databases, bag semantics, lineage, and why-provenance
are particular cases of the same general algorithms involving semi-rings. This
further suggests a comprehensive provenance representation that uses semi-rings
of polynomials. Finally, we show that for positive Boolean c-tables, containment
of positive relational queries is the same as for standard set semantics.

Keywords: Incomplete databases, probabilistic databases, provenance, lineage, semi-rings

1. Introduction

This chapter provides a survey of models for incomplete and probabilistic
information from the perspective of two recent papers that the author has writ-
ten with Val Tannen [28] and Grigoris Karvounarakis and Val Tannen [27]. All
the concepts and technical developments that are not attributed specifically to
another publication originate in these two papers.
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The representation of incomplete information in databases has been an im-
portant research topic for a long time, see the references in [25], in Ch.19
of [2], in [43], in [48, 36], as well as the recent [45, 42, 41, 4]. Moreover,
this work is closely related to recently active research topics such as incon-
sistent databases and repairs [5], answering queries using views [1], data ex-
change [20], and data provenance [9, 8]. The classic reference on incomplete
databases remains [30] with the fundamental concept of c-table and its restric-
tions to simpler tables with variables. The most important result of [30] is the
query answering algorithm that defines an algebra on c-tables that corresponds
exactly to the usual relational algebra (RA). A recent paper [41] has defined
a hierarchy of incomplete database models based on finite sets of choices and
optional inclusion. We shall give below comparisons between the models [41]
and the tables with variables from [30].

Two criteria have been provided for comparisons among all these mod-
els: [30, 41] discuss closure under relational algebra operations, while [41]
also emphasizes completeness, specifically the ability to represent all finite in-
complete databases. We point out that the latter is not appropriate for tables
with variables over an infinite domain, and we describe another criterion,RA-
completeness, that fully characterizes the expressive power of c-tables.

We outline a method for the study of models that are not complete. Namely,
we consider combining existing models with queries in various fragments of
relational algebra. We then ask how big these fragments need to be to obtain
a combined model that is complete. We give a number of such algebraic
completion results.

Early on, probabilistic models of databases were studied less intensively
than incompleteness models, with some notable exceptions [10, 6, 39, 34, 17].
Essential progress was made independently in three papers [22, 33, 47] that
were published at about the same time. [22, 47] assume a model in which
tuples are taken independently in a relation with given probabilities. [33] as-
sumes a model with a separate distribution for each attribute in each tuple. All
three papers attacked the problem of calculating the probability of tuples occur-
ring in query answers. They solved the problem by developing more general
models in which rows are annotated with additional information (“event ex-
pressions,” “paths,” “traces”), and they noted the similarity with the conditions
in c-tables.

We go beyond the problem of individual tuples in query answers by defin-
ing closure under a query language for probabilistic models. Then we describe
probabilistic c-tables which add to the c-tables themselves probability distri-
butions for the values taken by their variables. Here is an example of such
a representation that captures the set of instances in which Alice is taking a
course that is Math with probability 0.3; Physics (0.3); or Chemistry (0.4),
while Bob takes the same course as Alice, provided that course is Physics or


