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Preface

Deep learning has revolutionized computer vision and visual perception. Among
others, the great representational power of convolutional neural networks and the
elegance and efficiency of backpropagation have played a crucial role. By and large,
there is a strong scientific recognition of their popularity, which is verywell deserved.
However, as yet, most significant results are still based on the truly artificial super-
vised learning communication protocol, which sets in fact a battlefield for computers,
but it is far from being natural. In this book, we argue that, when relying on super-
vised learning, we have been working on a problem that is—from a computational
point of view—remarkably different and like more difficult with respect to the one
offered by nature, where motion is in fact in charge for generating visual informa-
tion. Could not be the case that motion is fact nearly all what we need for learning
to see? Otherwise, how could eagles acquire such a spectacular visual skills? What
else could they grasp from a video to extract precious information for learning? For
sure, just like other animals, they do not undergo a massive supervision, but only a
reinforcement signal due to their natural interactions with the environment. Current
deep learning approaches based on supervised images mostly neglect the crucial role
of temporal coherence. It looks like nature did a nice job by using time to sew all the
video frames. When computer scientists began to cultivate the idea of interpreting
natural video, in order to simplify the problem they remove time, the connecting wire
between frames. As a consequence, video turned into huge collections of images,
where temporal coherence was lost, which means that we are neglecting a funda-
mental clue to interpret visual information, and that we have ended up into problems
where the extraction of the visual concepts can only be based on spatial regularities.

Based on the underlying representational capabilities of deep architectures and
learning algorithms that are still related to backpropagation, in this book we propose
that the massive image supervision can in fact be replaced with the natural communi-
cation protocol arising from living in a visual environment, just like animals do. This
leads to formulate learning regardless of the accumulation of labeled visual databases,
but simply by allowing visual agents to live in their own visual environments. We
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viii Preface

claim that feature learning arises mostly frommotion invariance principles that turns
out to be fundamental for detecting the object identity as well as supporting object
affordance.

This book introduces two fundamental principles of visual perception. The first
principle involves consistency issues, namely the preservation ofmaterial point iden-
tity during motion. Depending on the pose, some of those points are projected onto
the retina. Basically, the material points of an object are subject tomotion invariance
of the corresponding pixels on the retina. A moving object clearly does not change
its identity, and therefore, imposing an invariance leads to a natural formulation of
object recognition. Interestingly, more than the recognition of an object category,
this leads to the discovering of its identity.

Motion information does confer not only object identity, but also its affordance,
which corresponds with its function in real life. Affordancemakes sense for a species
of animal, where specific actions take place. A chair, for example, has the affordance
of seating a human being, but it can have other potential uses. The second principle
of visual perception is about its affordance as transmitted by coupled objects—
typically humans. The principle states that the affordance is invariant under the
coupled object movement. Hence, a chair gains the seating affordance independently
of the movement of the person who is sitting (coupled object).

The theory of deep learning to see that is herein proposed is independent of the
body of the visual agent since it is only based on information-based principles. In
particular, we introduce a vision field theory for expressing those motion invariance
principles. The theory enlightens the indissoluble pair of visual features and their
conjugated velocities, thus extending the classic brightness invariance principle for
the optical flowestimation. The emergence of visual features in the natural framework
of visual environments is given a systematic foundation by establishing information-
based laws that naturally enable deep learning processes.

The ideas herein presented have been stimulated by a number of questions that
we regard of fundamental importance for the construction of a theory of vision. How
can animals conquer visual skills without requiring the “intensive supervision” we
impose tomachines?What is the role of time?More specifically, what is the interplay
between the time of the agent and the time of the environment? Can animals see in
a world of shuffled frames like computers do? How can we perform semantic pixel
labeling by receiving only a few supervisions? Why has the visual cortex evolved
toward a hierarchical organization andwhy did it split into two functionally separated
mainstreams? Why top-level visual skills are achieved in nature by animals with
foveated eyes thanks to focus of attention? What drives eye movements? Why does
it take 8–12months for newborns to achieve adult visual acuity? How canwe develop
“linguistic focusing mechanisms” that can drive the process of object recognition?

This book is a humble attempt at addressing these questions, and it is far away
from providing a definite answer. However, the proposed theory gives foundations
and insights to stimulate future investigations and specific applications to computer
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vision. Moreover, the field theory herein proposed might also open the doors to
disclose interesting problems in visual perception and capture experimental evidence
in neuroscience.

Siena, Italy
August 2021

Alessandro Betti
Marco Gori

Stefano Melacci
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