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Introduction

We have long been planning to collaborate and write a book on machine learning. This
field has grown and expanded immensely since we started learning these topics almost
a decade ago. We realized that, as lifelong learners ourselves, the initial few steps in any
field require a much clearer source that shows a path clearly. This also requires a crisp
set of explanation and occasional ideas to expand the learning experience by reading,
learning, and utilizing what you have learned. We have used Python for a long duration
in our academic life and professional careers in software development, data science,
and machine learning. Through this book, we have made a very humble attempt to
write a step-by-step guide on the topic of machine learning for absolute beginners.
Every chapter of the book has the explanation of the concepts used, code examples,
explanation of the code examples, and screenshots of the outputs.

The first chapter covers the setup of the Python environment on different
platforms. The second chapter covers NumPy and Ndarrays. The third chapter
explores visualization with Matplotlib. The fourth chapter introduces us to the Pandas
data science library. All these initial chapters build the programming and basic data
crunching foundations that are one of the prerequisites for learning machine learning.

The next section discusses traditional machine learning approaches. In Chapter 5,
we start with a bird’s-eye view of the field of machine learning followed by the
installation of Scikit-learn and a short and quick example of a machine learning solution
with Scikit-learn. Chapter 6 elaborates methods to help you understand and transform
structural, textual, and image data into the format that’s acceptable by machine
learning libraries. In Chapter 7, we introduce supervised learning methods, starting
with linear regression for regression problems and logistic regression and decision
trees for classification problems. In each of the experiments, we also show how to plot
visualizations that the algorithm has learned with the use of decision boundary plots.
The eighth chapter ponders over further fine-tuning of machine learning models. We
explain some ideas for measuring the performance of the models, issues of overfitting
and underfitting, and approaches for handling such issues and improving the model
performance. The ninth chapter continues the discussion of supervised learning
methods especially focusing on naive Bayes and Support Vector Machines. The tenth
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INTRODUCTION

chapter explains ensemble learning methods, which are the solutions that combine
multiple simpler models to produce a performance better than what they might offer
individually. In the eleventh chapter, we discuss unsupervised learning methods,
specifically focusing on dimensionality reduction, clustering, and frequent pattern
mining methods. Each part contains a complete example of implementing the discussed
methods using Scikit-learn.

The last section begins with introducing the basic ideas of neural network and deep
learning in the twelfth chapter. We introduce a highly popular open source machine
learning framework, PyTorch, that will be used in the examples in the subsequent
chapters. The thirteenth chapter begins with the explanation of artificial neural
networks and thoroughly discusses the theoretical foundations of feedforward and
backpropagation, followed by a short discussion on loss functions and an example of a
simple neural network. In the second half, we explain how to create a multilayer neural
network that is capable of identifying handwritten digits. In the fourteenth chapter,
we discuss convolutional neural networks and work through an example for image
classification. The fifteenth chapter discusses recurrent neural networks and walks
you through a sequence modeling problem. In the final, sixteenth chapter, we discuss
strategies for planning, managing, and engineering machine learning and data science
projects. We also discuss a short end-to-end example of sentiment analysis using deep
learning.

If you are new to the subject, we highly encourage you to follow the chapters
sequentially as the ideas build upon each other. Follow through all the code sections,
and feel free to modify and tweak the code structure, datasets, and hyperparameters.

If you already know some of the topics, feel free to skip to the topics of your interest
and examine the relevant sections thoroughly. We wish you the best for your learning
experience.
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Python for Machine
Learning



CHAPTER 1

Getting Started
with Python 3 and
Jupyter Notebook

I hope that all of you have read the introduction and the table of contents. This is very

important because if you are a complete beginner, please do not skip this chapter. The

entire field of machine learning and artificial intelligence requires solid knowledge

of the tools and frameworks used in the area. This chapter serves as the foundational

chapter for Python programming for machine learning that we will cover in this book. It

introduces the novice readers to the Python Programming Language, Scientific Python

Ecosystem, and Jupyter Notebook for Python programming.

The following is the list of topics that we will learn in this chapter:

Python 3 Programming Language
Installing Python

Python Modes

Pip3 Utility

Scientific Python Ecosystem

Python Implementations and Distributions

After studying this chapter, we will be comfortable with the installation, running

programs, and Jupyter notebook on Windows and Debian Linux.

© Ashwin Pajankar and Aditya Joshi 2022
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CHAPTER 1  GETTING STARTED WITH PYTHON 3 AND JUPYTER NOTEBOOK

Python 3 Programming Language

Python 3 is a modern programming language. It has features of object-oriented and
procedural programming. It runs on a variety of platforms. The most readily available
platforms for common readers are macOS, Windows, and various Linux distributions.
Python runs on all of them. And the major advantage is that the code written on one
platform runs on the other platform without any major changes to the code (except for
the platform-specific code). You can read more about Python at www.python.org/.

History of Python Programming Language

The ABC language is the predecessor of Python Programming Language. The ABC
language was inspired by ALGOL 68 and SETL programming languages. The Python
Programming Language was created by Guido Van Rossum as a side project during
Christmas vacations in the late 1980s. He was working at the National Research Institute
for Mathematics and Computer Science (Centrum Wiskunde & Informatica). Van
Rossum was a graduate of the University of Amsterdam in computer science. He has
worked for Google and Dropbox. Currently, he works for Microsoft.

Python has two major and incompatible versions: Python 2 and Python 3. Python 2
is now not under active development and maintenance. The entire (programming) world
is gradually switching to Python 3 from Python 2. For all the demonstrations in this book,
we will use Python 3. Whenever we use the word Python, it will mean Python 3 from

now onward.

Philosophy of Python Programming Language

The philosophy of Python Programming Language is known as The Zen of Python, and
it can be accessed at www. python.org/dev/peps/pep-0020/. The following are the points
from that PEP (Python Enhancement Proposal). A few are funny.

1. Beautiful is better than ugly.

2. Explicit is better than implicit.

3. Simple is better than complex.

4. Complex is better than complicated.

5. Flatis better than nested.


http://www.python.org/
http://www.python.org/dev/peps/pep-0020/
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Sparse is better than dense.

Readability counts.

Special cases aren’t special enough to break the rules.
Although practicality beats purity.

Errors should never pass silently.

Unless explicitly silenced.

In the face of ambiguity, refuse the temptation to guess.

There should be one - and preferably only one - obvious way
to doiit.

Although that way may not be obvious at first unless you're Dutch.
Now is better than never.

Although never is often better than *right* now.

If the implementation is hard to explain, it’s a bad idea.

If the implementation is easy to explain, it may be a good idea.

Namespaces are one honking great idea - let’s do more of those!

These are general philosophical guidelines that influenced the development of the

Python Programming Language over decades and continue to do so.

Where Python Is Used

Python is used in a variety of applications. A few are

1)
2)
3)
4)
5)
6)

Education
Automation
Scientific Computing
Computer Vision
Animation

IoT
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7) Web Development
8) Desktop and Mobile Applications
9) Administration

We can read all the applications in detail at www. python.org/about/apps/. Many
organizations have used Python to create applications. We can read all these success
stories at www. python.org/success-stories/. Now, let’s begin with our very own one.

Installing Python

We will learn how to install Python 3 on Windows in detail. Visit waw. python.org and
hover the mouse pointer over the Downloads options. It will open the downloads menu.
It will show the appropriate option depending on your OS. In our case, it will show
option for downloading on Windows. Download the file. It is an executable installation
file. In my case, it downloads a 64-bit version of the installable file. If you are using

other architecture (e.g., 32 bit), then it will download the appropriate file accordingly.
Figure 1-1 shows the Python 3 download for Windows.

B S6iMatnd Thok (A T 4 X M ke ts Pynoncrs X P Cur Suscons Stories | Pyonces X | o - o x

& C & pythonerg ax » W@

Python

e puthon’

About Downloads Documentation Community Success Stories News Events

All releases
Download for Windows

Source code
Python 3.9.6

Windows
Note that Python 3.9+ cannot be used on Windows 7 or
macOSs earlier.
Not the 05 you are locking for? Python can be used on
Other Platforms many operating systems and environments.
Vs View the full list of downloads.

Alternative Implementaticns

Python is a programming language that lets you
and integrate systems more effectively. »> Learn More

Rl O type nere o search - e % = &

Figure 1-1. Python 3 download for Windows


http://www.python.org/about/apps/
http://www.python.org/success-stories/
http://www.python.org
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Once downloaded, open the file. It will show a window shown in Figure 1-2. Do not
forget to check all the checkboxes so that the Python’s installation folder can be added to
the PATH variable in the Windows environment. It enables us to launch Python from the

command prompt.

» Python 3.9.6 (64-bit) Setup — X

Install Python 3.9.6 (64-bit)

Select Install Now to install Python with default settings, or choose
Customize to enable or disable features.

@ install Now
C:\Users\Ashwin\AppData\Local\Programs\Python\Python39

Includes IDLE, pip and documentation
Creates shortcuts and file associations

—> Customize installation
Choose location and features

python

for [ Install launcher for all users (recommended)

! Wir]d OWS &) Add Python 3.9 to PATH | Cancel

Figure 1-2. Python 3 installation for Windows (check all the checkboxes)

Click on the Install Now option (it requires the administrators’ privileges). After
installation finishes successfully, it shows a message shown in Figure 1-3.
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b Python 3.9.6 (64-bit) Setup — X
Setup was successful

New to Python? Start with the online tutorial and
documentation. At your terminal, type “py” to launch Python,
or search for Python in your Start menu.

See what's new in this release, or find more info about using
Python on Windows.

python

for

| windows Close

Figure 1-3. Python 3 installation success message

Close the window now, and we are ready for our journey.

Python on Linux Distributions

Python 2 and Python 3 come pre-installed on all the major Linux distributions. We will
see that later in this chapter.

Python on mac0S

We can get detailed instructions of the installation on macOS at https://docs.python.
org/3/using/mac.html.

Python Modes

Let us study various Python modes. We will also write our first Python program.



https://docs.python.org/3/using/mac.html
https://docs.python.org/3/using/mac.html
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Interactive Mode

Python provides us interactive mode. We can invoke Python interactive mode by
opening the IDLE (Integrated Development and Learning Editor) program that comes
with the Windows installation. Just type the word IDLE in the Windows search bar and
click the IDLE icon that appears as shown in Figure 1-4.

£ Apps Documents Web More ¥

Best match

IDLE (Python 3.9 64-bit)

a
_ s

Search the web

IDLE (Python 3.9 64-bit)
£ idle - see web results > App

)

Open
Run as administrator
Open file location

Pin to Start

¥t ¥ B J

Pin to taskbar

Uninstall

Page5q

H £ idie] (Python 3.9 64-bit)

Figure 1-4. Launching IDLE on Windows

It will show a window as shown in Figure 1-5.
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# IDLE Shell 356 (u] X

Eile Edit Shell Debug Options Window b

Python 3.9.6 (tags/v3.9.6:db3ff76, Jun 28 2021, 15:26:
21) [MSC v.1929 64 bit (AMD64)] on win32

Type "help”, "copyright”, "credits" or "license()" for
more information.
>>>

Figure 1-5. IDLE interactive prompt on Windows

We can type in the following code on that:
print("Hello, World!")

Then hit the enter key to run that. It will show the output as shown in Figure 1-6.

# IDLE Shell 356 o X

Eile Edit Shell Debug Options Window Help

Python 3.9.6 (tags/v3.9.6:db3ff76, Jun 28 2021, 15:26:
21) [MSC v.1929 64 bit (AMD64)] on win32

Type "help”, "copyright”, "credits" or "license()" for
more information.

>>> print("Hello, World!")

Hello, World!

>>> |

L5 Cok4

Figure 1-6. Simple code execution

Now we know that IDLE can execute the code line by line or block by block. It is very
convenient to run small independent snippets of code here in the interactive prompt.
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We can also invoke the interpreter mode without IDLE from the command line
by typing in the command in Windows command prompt. The command is python.
Run the command, and it will launch the interpreter in the interactive mode shown in
Figure 1-7.

| 8 commana promps - pytnon - o x
'idle3' is not recognized as an internal or external
command,

perable program or batch file.

:\Users\Ashwin>python
Python 3.9.6 (tags/v3.9.6:db3ff76, Jun 28 2021, 15:26:21)
MSC v.1929 64 bit (AMD64)] on win32
Type "help", "copyright", "credits" or "license" for more
information.
>>>

Figure 1-7. IDLE on Windows command prompt

I use a flavor of Debian distribution (Raspberry Pi OS) on a Raspberry Pi 4 with 8GB
of RAM. IDLE does not come pre-installed, but Python 2 and Python 3 are there in the
OS. Run the following command on the command prompt (terminal or using an SSH
client) to install IDLE for Python 3:

sudo pip3 install idle

It will install IDLE for Python 3. We will discuss the pip utility later in this chapter.
Also, without IDLE too, we can invoke the Python 3 interactive mode by typing in
the command python3 on the command prompt on Linux. Note that as the Linux
distribution comes with both Python 2 and Python 3, the command python will invoke
Python 2 on the command prompt. For the Python 3 interpreter, the command is
python3 on Linux. Figure 1-8 shows a Python 3 session in progress in the SSH terminal
accessing the Linux command prompt remotely.

11
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B3 i@ 192168010222 - Bitvise xterm - pi@rasgbernypi: = - o =

pi@raspberrypi:~ $ python3

Python 3.7.3 (default, Jul 25 2020, 13:03:44
[GCC 8.3.0] on linux

Type "help", "copyright", "credits" or "lice
information.

>>>

Figure 1-8. Python 3 interpreter on the Linux command prompt (remote
SSH access)

Now, we can access the IDLE for Python 3 by typing in the command idle on the
command prompt invoked in the Linux desktop. If we run this command remotely
in the SSH terminal, it returns an error as the remote SSH lacks GUI features. We can
run this command on the terminal only invoked from the desktop environment of
Linux to invoke the IDLE. It could be directly done or even done in a remote desktop
environment like VNC as shown in Figure 1-9.

12
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i RPi (raspberrypi) - VNC Viewe
pi@raspberrypi: ~ ,:‘l Python 3.7.3 Shell

pi@raspberrypi: ~

WWint File Edit Shell Debug Options Window Help

pi@raspberrypi:~ S pip3 instg Python 3.7.3 (default, Jul 25 2020, 13:03:
Defaulting to user installatj [GCC 8.3.8] on linux

Looking in indexes: https://f Type "help", "copyright", "credits" or "1i
Collecting idle >>>

Downloading https://www.piy

3.4 kB)

Installing collected packagey

E}i- Successfully installed idle-]

Seratch for

File Edit Tabs Help

Communicati...

pi@raspberrypi:~ S sudo pip3
Looking in indexes: https://f
Collecting idle

Downloading https://files.j
9795bf32935e36d871e1363b6c21Y
Installing collected packages
Successfully installed idle-]
pi@raspberrypi:~ S idle
pifiraspberrypi:~ S idle

Figure 1-9. Python 3 IDLE invoked on the Linux command prompt (remote
Desktop access with VNC)

We can also launch the IDLE from the Raspberry Pi OS menu as shown in
Figure 1-10.
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| {} Programming g <) BlueJ Java IDE

é Education > i) Geany
| & Office > % Greenfoot Java IDE
l@ Internet > )‘ Mathematica
T sound & video > @ mu
& Graphics » B Node-RED
Al Games > g PyCrust
QMY Accessories > f" Python 3 (IDLE)
-.r Help g {5 Scratch 2
&) Scratch 3

gf‘ Scratch for Robots
q Sense HAT Emulator

Sonic Pi

Tﬁ Thonny Python IDE

Figure 1-10. IDLE under the Linux menu

Whatever flavor of Linux you are using, you can definitely find the IDLE in the menu
and programs once installed. If you do not find it, launch it from the command prompt
in the desktop as discussed earlier.

Python 3 also has a more interactive command line environment known as IPython.
We can install it by running the following command in the command prompt of Linux

and Windows:

pip3 install ipython

14
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It will install IPython for Python 3 on your OS. We can invoke IPython by typing the
command ipython in the command prompts of Windows and Linux. In place of IDLE
interactive mode, we can also use this. Figure 1-11 shows an IPython session in progress.

B IPython: C:Users/Ashwin - [m] ®

>>> exit()

(=]

[}

Als

C:\Users\Ashwin>ipython

Python 3.9.6 (tags/v3.9.6:db3ff76, Jun 28 2021, 15:26:21)
[MSC v.1929 64 bit (AMD64) ]

Type 'copyright', 'credits' or 'license' for more
information

IPython 7.22.0 -- An enhanced Interactive Python. Type '?'
for help.

1]: ( )
Hello, World!

2.

W

Figure 1-11. An IPython session under progress in a Windows command prompt

Finally, the following command terminates the Python interpreter, IDLE interactive
mode, and IPython sessions in all the platforms (Windows, macOS, and Linux):

exit()

This is all about the interactive mode and Python interpreter for now.

Script Mode

Interactive mode of the Python interpreter is easy to get started with and is very

good for prototyping and so on. However, for bigger programs, the best way is to use
IDLE. Actually, we can use any editor of our choice to write Python programs. However,
plaintext editors like Notepad or gedit cannot run the programs. So we use IDEs like
IDLE. IDLE is easier to use. Just click the New File option in the File menu in the menu
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