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Preface

It is interesting how casual browsing through a technical article can capture one’s
imagination and alter a career. In 1973, while looking for reference materials to
supplementmydoctoral studies in real-time adaptive, intelligent control,myattention
came upon a series of papers describing a new genre of research namely learning
machines.

The author’s own doctoral studies [1] had focused on the design of a real-time
pattern generating automaton for the control of an experimental fast reactor, in which
control was maintained by filling and emptying tubes of moderator fluid based on
what, today, would be called rule-based control laws. Yet, it was also a sly game!
The selection of not just how many control tubes needed to be activated to respond
to a power demand, but it was also necessary that an even distribution of tubes be
maintained for stability reasons, and that the choice of tube be made with minimum
disturbance. Of course, in the fast reactor setting, the proximity of any tube to any
other enhances the control strength of both. But enough about fast reactors—what
was fascinatingwas thatwhen it was necessary tomake changes to the control setting,
the pattern needed to change but with minimum alteration of tube activations. It was
a sort of Connect Four® situation in which one player’s move not only affects his/her
board plan but reverses and obliterates those of the opponent.

As in a board game, dynamic systems create control situations that can be calm,
erratic or even chaotic, and change without much, if any, warning. To keep up with
these demands it became obvious that computational assistance would be necessary.
This would need to have the capacity to perform not only the usual control functions
but also have the intellect to solve logical problems. Around that time, machine
learning was emerging, pioneered by Prof. Donald Michie at Edinburgh and others.
In this field of study, it was clear that the digital computer, with its speed of calculation
could compare many options and return a good control decision in almost real-time.

Butwas it doingmore than running sophisticated trial and error sequences, keeping
a tabulation of what was the best so far, until it ran out of time when it returned an
intelligent guess? Artificial intelligence was on the horizon!

With faster hardware came a new slew of algorithms that seemed to be able
to present fast solutions to puzzles, games and conundrums that elude all but the
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smallest percentage of humankind. For example, as far back as 1959, Samuel [2] had
developed a program that purported to have learned to play checkers and improved
with each game. What was especially intriguing was the fact that the automaton
(which was the computer program and an avatar to assert board entries and read
opponents moves) improved in the performance of certain tasks (i.e. not losing or
winning) over time. Around that era many software developers (too numerous to
mention here) began to work on the resolution of various game situations in the
much more complex game of chess which culminated in the now historical match
[3] in 1997 between Deep Blue® and the then reigning World Chess Champion,
Garry Kasparov. In 2010, the state of the art in chess playing software systems had
reached such a level of proficiency that Veselin Toparov trained for the World Chess
Championship using the Blue Gene [4] Supercomputer, although eventually losing
to Viswanathan Anand in games that were all close.

What has fascinated scientists, especially engineers, is not only the answer to
is the machine truly intelligent but also can an automaton perform real-work tasks
better than a human or analog system?

Concurrent with this activity by what was to become the Artificial Intelligence
community, was a surge in interest in the replacement of analog process systems by
what became known as adaptive digital controllers. It was only amatter of time before
the two fields overlapped and the era of learning systems began. For example, among
many others, a 1968 paper by Lambert and Levine [5] appeared titled “Learning
Control Heuristics.” By replacing analog control systems by digital computers it
became obvious that the digital system could do much more than produce pretty
graphs and digital meter readings. The era of analog controllers was coming to an
end and the newworld of control algorithms such as statistical trending, optimization,
state space, and fuzzy logic had arrived.

All the system needed was the ability of a human to program its rule sets, be it
the exclusion rule for noughts and crosses (a.k.a. tic-tac-toe in the US) in which it is
not legal (or nice!) to overwrite a square already held by the opponent, or the control
limits on the temperature of a chemical process. A fatal flaw had emerged: Was all
the digital processor doing replacing functions that an analog computer or human
could do with some rather expensive electronic apprentice. Most systems required
a mathematical model of the process under control that was derived from physical
laws or known rules. The programmer’s task was to code the algorithms and attach
them to awaiting program. Did this introduce intelligence or just mimic the workings
of analog systems? Was direct digital control (DDC) the answer to solving complex
control problems that were rapidly exhausting the capacity of analog controllers?

The assertion that machines (vis-à-vis) robots possess intelligence was and is
fiercely debated by engineers and philosophical purists alike. The now infamous
Lighthill Controversy debate that was aired live by BBC TV in 1973 was in essence
an 81 minute argument between Donald Michie and leading researchers that is still
blamed for the AI Winter, so called because of the bleak times AI researchers went
through in terms of getting grants and support. Over thirty years later, a 2007 posting
on the Steeb-Greebling Diary [5] sadly reported he ongoing disagreement between
Michie and his colleagues. As an outcome of that same debate, it recounts that Sir
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James Lighthill subsequently published a report that called halt to artificial intelli-
gence research in all but two area. The resulting dissolution of Donald’s research
group in Edinburg left him isolated in the research unit.

Michie left Edinburgh in 1984 to becomeProfessor of Computer Science at Strath-
clyde University, where he established the Turing Institute. He worked there for 10
years contributing much to the field of machine learning. In March 1990, the author
visited Michie at the Turing Institute and gave a presentation based on the Liverpool
work aptly titled The Trolley and Pole Revisited.

Machine intelligence is still a hot topic of conversation. In 2008 the Guardian
[7] ran a headline: “Artificial intelligence: God help us if machines ever think like
people” in which Charles Arthur cites a paper by Gary Marcus [8] in which he
states that there are two systems operating in our minds, one ancestral and the other
deliberative. The deliberative system is younger genetically speaking but the older
one, being better wired into our subconscious, often gets the upper hand. What this
suggests is that human minds are not really able to create much that is new regardless
of the challenge, so why should an artificial system that may be relentlessly pursuing
some algorithmic agenda produce innovative, yet viable and practical solutions to a
problem? In the 21st century, there is hardly a day goes by that artificial intelligence
is not proudly the topic of admiration in the public eye.

Returning to history around same this same time, a seminal work by Michie and
Chambers [9] written in 1968 attracted the author’s special attention. The latent
thesis of the work was that Machines can learn and researchers have been pursuing
this and the obvious extension Do machines think to this day. The outcome of the
revelation was the foundation of the research team at the then Liverpool Polytechnic
in the UK and where this journey began and the genesis of this book [10]. Almost 50
years later, the BOXES algorithm still fascinates researchers, especially this author
and this second edition highlights some features and issues that scholars might have
pondered.

Audubon, PA, USA David W. Russell
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Donald Michie: A Personal Appreciation

I met Donald Michie in Edinburgh in the early 70’s after reading some of his papers
and became fascinated by a learning methodology that he called “The BOXES
“Method.” I continued to enjoy a fairly loose but valued relationship with him over
the many years since; meeting at conferences, lunch in London on occasion, giving
a lecture at the Turing Institute in Glasgow and so on. I have published over 30
technical papers—see Appendix C—on the method. Donald was a controversial and
outspoken figure in UK academia over the years and always ready to branch out into
new adventures. Among many others, I was much saddened by his much too soon
departure from this life in July 2007 following a car crash.

It was truly gratifying to see the appearance of a book [1] titled Donald Michie
on Machine Intelligence, Biology and more that contains a wonderful collection of
Professor Michie’s papers, and I quote from page 6:

With the 1990’s also came, finally, recognition of his contributions to machine intelligence
in the form of several awards. In 1995, he co-founded the Human Computer Learning
Foundation, with the aim of exploring ways in which computers could be used to assist and
improve human skills.

Mechatronic machines do very well what we humans are extremely limited in
doing; any task that involves flawless and reliable memory, undivided attention, and
strict devotion to the task at hand. Donald opined (op cit 239) that “The black death
of our times is the world’s escalating complexity” and perhaps it is the profound
simplicity of the BOXES method and Donald’s enthusiasm for everything, that was
my motivation for writing this monograph and now the second edition.

1. AshwinSrinivasan (ed) (2009)DonaldMichie onMachine Intelligence,Biology
and more. Oxford University Press, London. Used with permission.
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Chapter 1
Introduction

Abstract This chapter contains a brief introduction to machine intelligence and
how scientists and engineers often approach similar problems from two very distinct
standpoints. That a computational engine can play chess better than almost everyone
on the planet goes without saying, but is it really thinking? While it is obvious that
digital computers are unimaginably fast, data retentive and focused, are they merely
doing what they have been told to do as Ada Lovelace suggested, or are they capable
of learning and making exploration inside their solution space? Automata have taken
the software application process beyond soft tasks such as game playing and moved
them into the real world of process control, material handling, digital assistants,
and autonomous motion. This is exactly what this book covers using the BOXES
methodology as the software agent to be discussed at some length throughout. This
introductory chapter is written in a deliberately non-technical style and serves to
introduce the basis of the topic at hand. It ends with a road map of the how the
book is organized to assist the casual reader to browse and skip to sections of special
interest.

1.1 Machine Intelligence

There are simply scores of books written about machine intelligence, too numerous
to even try to reference here. Interested readers should try a Web search when for
instance on December 3, 2010, Google™ identified 8.7 million hits with machine
intelligence in the subject line. In 2021, the number of hits was 562 million. Authors
who write on this subject are engineers, (computer) scientists, mathematicians,
philosophers, and pundits seemingly from every walk of life. Some devote their
contributions to clever search methods that navigate through esoteric multi-tuple
tree structures, others seek to process strings of natural language using context-
dependent lexicology to reduce sentence complexity and reduce ambiguity, while
others construct expert or fuzzy logic systems which are in use everywhere. All
add valuable contribution to the field, and each year intelligent systems applications
become more sophisticated and less visible to the user.
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2 1 Introduction

Luger and Stubblefield [1] in the preface of their book offer two delightful discrim-
inatory phyla concerning the major schools of AI methodology which they called
the neats and the scruffies. The neats focus on theory and knowledge representation,
whereas the scruffies are interested more in the application of intelligent systems.
Their book correctly postulates that the two approaches have much common ground
and they further propose that there is much synergy when both are combined. In any
research or application that involves computational intelligence as it is called, there
is controversy. The controversy that has swirled around machine intelligence has
been largely fuelled by the confusion between machine function, cognition, being,
and self-awareness. This book does not address those issues beyond this chapter, but
it is very fascinating to consider how the interface between humans, automata, and
humanoids is becoming more blurry every day.

Video games are now so immersive and addictive that their level of reality has to
be carefully regulated to safeguard the sanity of the players. It is sad but true that some
people would rather live in this second world than in reality. The more sophisticated
virtual reality (VR) environments [2] provide a wonderful arena for training or re-
training personnel in a new technology or operational technique. Using a haptic
interface allows the trainee to not only gain new knowledge but also experience how
the real system will feel. Of course, the well-known DaVinci® robot can observe a
complex surgical maneuver once and reproduce it repeatedly on patients who may
be thousands of miles away.

VR can be so persuasive that it can even provide an advanced form of artificial
life, for example, for persons with crippling disabilities. Using stimulation of the
person’s senses, participants can become so engrossed and immersed in the system
that they are able to believe that they are actually flying a plane, scoring a goal, or
attending a class and learning a new language. Avatars can now reflect the facial
expressions of the user to convey a sense of mood as it takes the user’s part in a
discussion or play.

The insertion of technology into main street life is here to stay. It is estimated [3]
that in 2010 there were over 100 million Twitter ™ users, a number that is increasing
at a reported 300,000 new subscribers every day. Humanoid personal digital assis-
tants (PDA) exist (for the very rich), and the nouveau Jeeves [4] (who was Wode-
house’s gentleman’s personal gentleman) is an Internet-enabled system that adap-
tively manages calendars, suggests dress for the day’s weather, merges schedules,
and handles routine conversations with other PDAs. Technology is becoming more
invisible, ubiquitous, and necessary part of society everywhere.

1.1.1 Are Computers Intelligent?

What is intelligence? Is a person who plays chess (or Shatranj as it was originally
known in the first Millennium) at the master level more intelligent than somebody
who does not play at all? Does intelligence depend on a person’s ability to reason and
strategize within some rule set? Computers play at high levels and regularly defeat
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lesser players. Is intelligence simply defined by what a person can do, or are there
deeper matters that must be considered? It can be argued that the game of chess can
be learned by anybody after enough losses and repetitions. A grandmaster must not
only play many games but also possess the drive to improve and a semi-photographic
memory to learn from not only the game in progress, but also reference past games
that s/he played and games that were played by others over the years.

Once all of these factors are in place, a player can imagine a next move. Before
instantiating what seems to be the best move available in the current board situation,
the player must now view the future—searching as far down an enormous solution
tree as able—to see the consequence of the move in regard to winning the game
while thwarting the present and future wiles of an opponent. And all this must be
done quickly. It is reported that there are 6,134 combinations of position which the
pieces on the chessboard can occupy and the number of legal moves is estimated to be
somewhere between 1043 and 1050. The overall game-tree complexity of chess was
first calculated byClaude Shannon as 10120, a number known as the Shannon number.
Typically, an average position dictates one of thirty to forty possible moves, but there
may be as few as zero (in the case of checkmate or stalemate) or as many as 218 [5].
With this in mind, it is not inconceivable that a program can search through millions
of legal moves per second and consequently outplay all but the most expert chess
aficionados. Computationally, a major problem is to decide which of maybe several
moves is best within the game clock’s timer. So, in addition to finding strategically
advantageous moves, the program must have a way of ranking each solution.

Automata do not necessarily learn from past mistakes, rather the computer by
virtue of its blistering processing speed and power can take advantage of the fact
that chess is a deterministic game and can identify sequences of moves by tree
searching and flawless memorization. If the game is encoded correctly, it is fairly
simple to reference prior games played by humans as is commonplace inmany expert
systems. If the current game situation matches one of these games, a set of moves
can be generated to defend or attack a position. So, is the computer as intelligent
as its human opponent? In fact, the chess program performs much better than most
humans do in playing this game. Is this because humans quickly lose interest and lack
concentration when multiple options are available, or is it that they are susceptible
to devious gambits, or simply that they cannot look far enough ahead down a yet
unknown and inscrutable solution tree?

It would appear that the chess playing program is really a scruffy application, yet
there have been countless neat approaches to pruning the search tree to gain temporal
advantage when a finite time is strictly allocated to each move. The so-called rapid-
fire chess game may prove more difficult for the automaton to play than the more
formal competition game. The computer is unaware that it is playing chess, and its
quest for the perfect next move is only limited by the time constraints imposed by
the rules of the competition. The program arrives at and memorizes a list of possible
moves and ranks them according to some measure of their strength.

This is not a simple process as the programmight be fending off a latent opponent’s
attack or making an offensive thrust or crafting a draw because of the hopelessness
of its situation. This is very much akin to how humans weigh options before making
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a final decision. When all the known options have been exhausted, or as the time
clock nears expiration, the best move (so far) is submitted to continue game play.
This is a fundamental component of the BOXESmethodology to be discussed in this
monograph.

Natural language processing (NLP) is another AI topic that has been extensively
researched. As electronic devices have evolved, not only can a system recognize
what has been said, the truth of the statement, and who has said it. Training of
such systems is intuitive and quite simple provided a lexicon of words is provided.
Modern automobile global positioning systems (GPS) all boast speech recognition
software. Yet, language ismuchmore thanwords, so it takesmore than computational
correctness to understand all of the subtleties and nuances, for example, in a spoken
sentence. But, again does a speech synthesizer know what it is saying or is it merely
responding to prompts that produce a choice of sounds and tones from a syntactic
list? A hearing viewer only has to read the close captioning text during a TV show
to see the rather hilarious defects in these systems. However, when programmed and
used correctly, spokenwords or even eyelid blinks can result in hitherto unimaginable
levels of communication and control, which has created life changing improvements,
for example, in the quadriplegic community. It is often the interface and trust between
the computer and the user that is of paramount importance.

1.1.2 Can Computers Learn?

Can amachine learn to do a task? The introduction of computer science to our univer-
sity curricula, followed by the more systematic discipline of software engineering,
has enabled researchers and scholars to greatly expand upon what had previously
been a set of theoretical conjectures prior to the 1950s. The visual and plug-and-
play programming paradigms have made applications much simpler to create than
possible in the procedural programming process. The writing of small programs and
constructing Web sites is taught in many high schools around the world. Computer
programming as a commercial skill begat the information technology (IT) industry.
From its number crunching origins, to the replacement of handwritten point-of-
sale and banking processes to today’s handheld automated systems, we all take for
granted, the computer has become an integral part of everyday life. And yet society
demands more and more from what are really quite simple processes. Cartographi-
cally, it is much easier to read and write typescript than handwritten text and is gener-
ally less error prone and consequently much more efficient in document editing. An
email or text message contains far more traceable information content than a partially
heard telephone call or a hastily scribbled note. Modern software can automatically
and accurately transcribe language into text and forward the message on command
as an email or text message.

There are many technical aspects of computing. Attaching machinery to process
controllers and inserting intelligent electronics that provide engine control and navi-
gation was a natural next step. Going further, with the assistance of Hollywood’s



1.1 Machine Intelligence 5

fascination with robots and humanoids, the notion of autonomous thinkingmachines
appeared. But can an automaton learn for (or about) itself? Expert programmers can
write software that provides a facsimile of real-world interaction, intelligent decision-
making, and demonstrable reasonable action. Some say that this is how the human
brain operates and it is only scalability that separates it from an automaton. Merckle
[6] opined that the thinking that the brain is a type of computer has gained general
acceptance. It is commonly thought that the brain handles 1016 synaptic operations
per secondwhichwas far in excess of anyman-mademachine at the time. In 2020, the
Fugaku supercomputer [7] boasted over 400 times the speed of the brain; however,
because the brain doesmore than processmathematical data, it might seem feasible to
assume the position that bigger and faster computers could possibly reproduce other
brain tasks such as learning and potentially thinking and feeling. That a computer
could solve problems better and faster than the average human became very clear.
One of the pioneer systems that illustrated this was developed at Stanford University.

1.1.3 The Robot and the Box

Early work at the Stanford Research Institute (SRI) reportedmobile automata such as
Shakey [8] in the 1960s, and its successor Flakey [9] in the 1990s had demonstrated
that a mobile computer system could be constructed that could process real-world
data, such as location, the recognition of objects using camera vision, and their
orientation using gyroscopes. With this information, it could create logically correct
plans of action in response to a series of task commands. A rudimentary natural
language processor enabled tasks to be input verbally, and the system could solve a
variety of problems and produce appropriate actions such as steering and pushing.
As the task was being solved, the robot could navigate around obstacles using self-
formulated plans of action. What was more intriguing was the ability of the software
to handle options and interruptions and to build modifiable plans of action in real
time.

Figures 1.1 and 1.2 depict scenes that include objects, rooms and doors that can be
opened and closed by outside gremlins as SRI called them. A typical task directive
might be

>> move block A from room 1 to room 2>>
Figure 1.1 shows the obvious direct route plan, and Fig. 1.2 is the modified plan if

doors (D2) and (D3)were found to be closed. If the robot had started to push the block
toward door D2 when it was slammed shut, the system would abort the current plan
and propose another route on-the-fly. In order for the algorithm to be able to formulate
plans, it must be cognizant of the building layout (i.e., what rooms are available and
where the doors are), where it is, and the status of each door (open/closed) on a
moment by moment basis. It is a given that the robot had been given sufficient power
to overcome inertia and push the box. The three feasible but conditional plans in this
simple system are as follows:
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Fig. 1.1 Initial plan for the
set task
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Fig. 1.2 Modified task plan
if doors D2 and D3 are
closed
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• Plan A: D2: The most direct route
• Plan B: D1 → D3 {D2 is closed}, and
• Plan C: D1 → D4 → D5 {D2 and D3 are closed}.

Other plans can be envisaged for various combinations of door status values. Of
course, some combinations, for example, D1 and D2 closed, or D2, D3, and D4,
closed would pose an impossible task.

To produce this kind of planning system, a system architecture such that as shown
as Fig. 1.3 proved to be very effective and is still in use today.
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Fig. 1.3 Evolution of the components of a three-tier architecture

The lower direct digital control (DDC) level handles motion and processes phys-
ical data such as driving the wheels, stopping for obstructions, and steering the robot
in response to real-world input data as it seeks to complete its task.

The algorithms section provides signal filtering, scaling, and conformance with
established control laws and limits so that no unreasonable or unsafe signals are
ever presented to the robot. This middle agent compares inputs from its control level
to positional maps, references safety mandates, and formulates prudent courses of
action which is passed according to some preset timing sequence to the lower level
as motion directives for actuation. The biggest issue in this type of system is having
an adaptive obstacle avoidance plan and hence the need for the third software level.

The planning level compares strategies and selects options using software that
reasons. During sample periods, the top layer of the system reasons how to best
enable the task to be performed and then selects what is the best options possible any
given sample time. When complete or when some event clock is about to expire, the
current best plan is sent to the middle layer for passage to the low level controllers.
The reader may recall a similar constraint that the timer imposes in the chess playing
system described in Sect. 1.1.1.

These three levels correspond in human terms to reactive (low level), skilled
(mid-level), and reflective (high level) responses to internal and external stimuli. Our
sensory capacities provide the external system triggers to which we respond at one
of the three levels. Of course, the same set of external stimuli can often provide
quite different responses in different people in differing circumstances. The notions
of mood and personality present a real challenge to the design of electronic learning
systems that interface with reality.
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Provided mechanisms can be devised to access what engineers call state vari-
ables that accurately encode the real-world problem and handle appropriate actua-
tion signals, and the SRI work demonstrated that it was possible to write programs
that could not only process control data but also execute planning, search, and deci-
sion algorithms. The framework of this software uses meta-rules and game theoretic
methodologies and essentially blends a scruffy task with neat planning and dynamic
supervisory agents.

1.1.4 Does the BOXES Algorithm Learn?

It will be shown that the BOXES algorithm is a set of software agents that function in
a similar manner to the Stanford system. Because learning is not just a rote process,
the refined BOXES method includes essential aspects of forgetfulness, ambition,
peer advising, and evolution all of which are present in human development.

The original BOXES experiments were used to control an inverted pendulum
which was implemented using a free-swinging pole atop a cart being driven back and
forth by a reversiblemotorwhile simultaneously keeping the pole from falling and the
cart away from the end of its track. In the Liverpool experiment to be described later,
the rig could be operatedmanually or in automode, so the progression of learning runs
could be measured for the system or for human operators of varying skill levels. That
the human operators were more intelligent is without a doubt, but it was obvious that
balancing the system needed many training runs before controlled runs of between 5
and 10 s could be attained. The BOXES automaton quickly outperformed the human
after quite short training periods. It became apparent that even expert human users,
acting upon their reflexes, tend to panic or lose concentration, whereas the automaton
had infinite dedication to the task, inside knowledge of the state space, and confidence
in how its decisions were being implemented. Without a doubt, the performance of
the system under BOXES control improved as it gained experience in its application
domain. It would appear that it most certainly learned the task.

1.1.5 Can Computers Think?

Scholars still ponder the more ethereal and existential aspects of learning, intelli-
gence, and consequence. That machines can learn how to do certain tasks using
meta-rules, or rules about rules, was discussed above, but are they thinking? This
begs the question: what is thought? And is it linked to being? Descartes is perhaps the
most famous philosopher who sought to define reality as the outcome of cognition
and introspection.

But if reality includes the faculty to mislead or lie, the well-known Turing Test
[10] may well become suspect or even flawed. If leading questions such as “are you
a computer?” or “I am human, are you?” are forbidden or able to be not answered
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truthfully, then the test is incomplete. It would seem that Turing’s contemporary Ada
Lovelace objected to the whole notion of machine perception by stating “… that
computers can only do as they are told and consequently cannot perform original
actions.”

Others disagree. In 2010, Versace and Chandler [11] published a thought
provoking article, in which they asserted that memristors [12] may one day provide
a means of creating wetware which is loosely defined as the elements of a non-
Von Neumann type of computer architecture that will blend hardware and software.
Furthermore, such systems will possess the innate ability to instantaneously recon-
figure their internal structures and communication paths. This is what is thought to be
similar to how the human brain behaves while recovering from accidental damage.
Their research is heading toward the use ofmemristors to “…simultaneously perform
a full set of logic operations at the same time as they function as nonvolatile memory.”

When such devices become commercially available, the authors describe how
memristors will be integrated to form a brain-inspired chip that is purported to
emulate behaviors similar to those found in human neuron axon synapse exchanges
which are currently thought to constitute brain activity. But there are many questions,
both technical and ethical, to be answered before such systems become commonplace
or even created in the laboratory.

Machine intelligence is controversial, and its proponents such as Donald Michie
often had to defend their research fiercely from the attacks of naysayers.A basic cause
for such rancor is the misconception that a smart machine, performing complex tasks
at incredible speed… is in some way alive and capable of sympathetic or empathetic
decisions. If such is the case, then the whole issues of morality and legal culpability
arise.

1.1.6 Does the BOXES Algorithm Think?

The BOXES methodology does not claim to think, but it most certainly learns how
to solve difficult tasks and may provide a solution to the control of poorly defined
systems. Control decisions are found by accessing values in real time from a software
array called a signature table. The index to the signature table is computed in real
time from the system’s state variables to form a unique system integer. Using this
index, the signature table is accessed, and a control decision returned. Values in the
signature table are only updateable between samples or at the end of a run by blending
real-time data with historical statistics. Using a statistical rewards and punishment
algorithm, the system learns from its experiences. The values in the decision table
effect control and may drive the system into previously un-entered and uncharted
regions of the state space where conventional controllers may never have had cause
to explore. While adopting some of the metaphors ascribed to human cognition, the
BOXES method is certainly not thinking.


