


Table of Contents
Cover
Title page
Copyright
Preface
Part I BASICS OF SMART HEALTHCARE

1 An Overview of IoT in Health Sectors
1.1 Introduction
1.2 Influence of IoT in Healthcare Systems
1.3 Popular IoT Healthcare Devices
1.4 Benefits of IoT
1.5 Challenges of IoT
1.6 Disadvantages of IoT
1.7 Applications of IoT
1.8 Global Smart Healthcare Market
1.9 Recent Trends and Discussions
1.10 Conclusion
References

2 IoT-Based Solutions for Smart Healthcare
2.1 Introduction
2.2 IoT Smart Healthcare System
2.3 Locally and Cloud-Based IoT Architecture
2.4 Cloud Computing
2.5 Outbreak of Arduino Board
2.6 Applications of Smart Healthcare System
2.7 Smart Wearables and Apps
2.8 Deep Learning in Biomedical

file:///tmp/calibre_5.42.0_tmp_qydplyvn/b1xnt8yb_pdf_out/OPS/cover.xhtml


2.9 Conclusion
References

3 QLattice Environment and Feyn QGraph Models—
A New Perspective Toward Deep Learning

3.1 Introduction
3.2 Machine Learning Model Lifecycle
3.3 A Model Deployment in Keras
3.4 QLattice Environment
3.5 Using QLattice Environment and QGraph
Models for COVID-19 Impact Prediction
References

4 Sensitive Healthcare Data: Privacy and Security
Issues and Proposed Solutions

4.1 Introduction
4.2 Medical Sensor Networks/Medical Internet
of Things/Body Area Networks/WBANs
4.3 Cloud Storage and Computing on Sensitive
Healthcare Data
4.4 Blockchain for Security and Privacy
Enhancement in Sensitive Healthcare Data
4.5 Artificial Intelligence, Machine Learning,
and Big Data in Healthcare and Its Efficacy in
Security and Privacy of Sensitive Healthcare
Data
4.6 Conclusion
References

Part II EMPLOYMENT OF MACHINE LEARNING IN
DISEASE DETECTION

5 Diabetes Prediction Model Based on Machine
Learning

5.1 Introduction



5.2 Literature Review
5.3 Proposed Methodology
5.4 System Implementation
5.5 Conclusion
References

6 Lung Cancer Detection Using 3D CNN Based on
Deep Learning

6.1 Introduction
6.2 Literature Review
6.3 Proposed Methodology
6.4 Results and Discussion
6.5 Conclusion
References

7 Pneumonia Detection Using CNN and ANN Based
on Deep Learning Approach

7.1 Introduction
7.2 Literature Review
7.3 Proposed Methodology
7.4 System Implementation
7.5 Conclusion
References

8 Personality Prediction and Handwriting
Recognition Using Machine Learning

8.1 Introduction to the System
8.2 Literature Survey
8.3 Theory
8.4 Algorithm To Be Used
8.5 Proposed Methodology
8.6 Algorithms vs. Accuracy



8.7 Experimental Results
8.8 Conclusion
8.9 Conclusion and Future Scope
Acknowledgment
References

9 Risk Mitigation in Children With Autism
Spectrum Disorder Using Brain Source Localization

9.1 Introduction
9.2 Risk Factors Related to Autism
9.3 Materials and Methodology
9.4 Results and Discussion
9.5 Conclusion and Future Scope
References

10 Predicting Chronic Kidney Disease Using
Machine Learning

10.1 Introduction
10.2 Machine Learning Techniques for
Prediction of Kidney Failure
10.3 Data Sources
10.4 Data Analysis
10.5 Conclusion
10.6 Future Scope
References

Part III ADVANCED APPLICATIONS OF MACHINE
LEARNING IN HEALTHCARE

11 Behavioral Modeling Using Deep Neural
Network Framework for ASD Diagnosis and
Prognosis

11.1 Introduction
11.2 Automated Diagnosis of ASD



11.3 Purpose of the Chapter
11.4 Proposed Diagnosis System
11.5 Conclusion
References

12 Random Forest Application of Twitter Data
Sentiment Analysis in Online Social Network
Prediction

12.1 Introduction
12.2 Literature Survey
12.3 Proposed Methodology
12.4 Implementation
12.5 Conclusion
References

13 Remedy to COVID-19: Social Distancing
Analyzer

13.1 Introduction
13.2 Literature Review
13.3 Proposed Methodology
13.4 System Implementation
13.5 Conclusion
References

14 IoT-Enabled Vehicle Assistance System of
Highway Resourcing for Smart Healthcare and
Sustainability

14.1 Introduction
14.2 Related Work
14.3 Objectives, Context, and Ethical Approval
14.4 Technical Background
14.5 IoT Infrastructural Components for Vehicle
Assistance System



14.6 IoT-Enabled Vehicle Assistance System of
Highway Resourcing for Smart Healthcare and
Sustainability
14.7 Challenges in Implementation
14.8 Conclusion
References

15 Aids of Machine Learning for Additively
Manufactured Bone Scaffold

15.1 Introduction
15.2 Research Background
15.3 Statement of Problem
15.4 Research Gap
15.5 Significance of Research
15.6 Outline of Research Methodology
15.7 Conclusion
References

Index
End User License Agreement

List of Illustrations
Chapter 1

Figure 1.1 Stages of IoT.
Figure 1.2 Global market growth.

Chapter 2
Figure 2.1 Process flow of smart healthcare
application.
Figure 2.2 Architecture of IoT-based SHCS [20].



Figure 2.3 Layers of IoT on local server and on
cloud server.
Figure 2.4 System architect of smart healthcare
system.
Figure 2.5 Arduino UNO model [44].
Figure 2.6 Smart healthcare system with its
dimensions.
Figure 2.7 Activation model for deep learning.
Figure 2.8 Different deep neural network
architectures for biomedical engineerin...

Chapter 3
Figure 3.1 Machine learning end-to-end process for
continuous delivery of ML mod...
Figure 3.2 (a) The model visualization plot. (b)
Confusion matrix after evaluati...
Figure 3.3 The model visualization plot showing
dropout and gaussian noise layer...
Figure 3.4 Path integrals (a) classical mechanics
case. (b) Path integrals showi...
Figure 3.5 A Sample QLattice QGraph model for
diabetes prediction.
Figure 3.6 The best QGraph model extracted for
the given diabetes prediction pro...
Figure 3.7 The performance plots for the QGraph
models. (a) Confusion matrix; (b...
Figure 3.8 COVID-19 data plot (actual figures
scaled by100,000 on Y-axis).
Figure 3.9 Best QGraph model for the COVID-19
global deaths prediction.



Figure 3.10 Plot for actual data of global deaths vs.
predicted global deaths (r...
Figure 3.11 Plot for actual data of COVID-19
pandemic vs. predicted global death...

Chapter 4
Figure 4.1 How WBSN/WMIOT/WBAN, etc., work?
[4].
Figure 4.2 Various types of security and privacy
needs for WBANs, WMSNs, WMIOTs,...
Figure 4.3 KP-ABE and CP-ABE schemes in cloud
computing and storage [20].
Figure 4.4 Biomedical security system with
blockchain [22].

Chapter 5
Figure 5.1 Proposed methodology.
Figure 5.2 Data collection key points.
Figure 5.3 Representation of issues resolved by
data preparation.
Figure 5.4 Different classifiers.
Figure 5.5 KNN algorithm.
Figure 5.6 SVM classifier.
Figure 5.7 Random Forest classifier.
Figure 5.8 Graph of sigmoid function.
Figure 5.9 Logistic classifier.
Figure 5.10 User interaction model.
Figure 5.11 System implementation.
Figure 5.12 Dataset for model having no null
values.



Figure 5.13 Dataset for model implementation.
Figure 5.14 Data splitter module.
Figure 5.15 Building Random Forest model.
Figure 5.16 Accuracy score of Random Forest
classifier.
Figure 5.17 Evaluation metrics of Random Forest
classifier.
Figure 5.18 Performance of Decision Tree classifier.
Figure 5.19 Evaluation metrics of Decision Tree
classifier.
Figure 5.20 Performance of SVM classifier.
Figure 5.21 Evaluation metrics of SVM classifier.

Chapter 6
Figure 6.1 Proposed methodology.
Figure 6.2 Flow chart for preparing 3D CNN.
Figure 6.3 Max pooling.
Figure 6.4 Flattening.
Figure 6.5 Basic flow for system implementation.
Figure 6.6 Code snippet for data pre-processing.
Figure 6.7 Results of data pre-processing.
Figure 6.8 Density of common substances on CT.
Figure 6.9 Distinguishing between pixels and air.
Figure 6.10 Bone structure.
Figure 6.11 Segment lungs.
Figure 6.12 Inner lungs structure.



Figure 6.13 Code snippet for training and testing
the dataset.
Figure 6.14 Training results.
Figure 6.15 Final output.

Chapter 7
Figure 7.1 Proposed methodology.
Figure 7.2 Different libraries employed for
development of proposed model.
Figure 7.3 CNN layers.
Figure 7.4 CNN basic flow.
Figure 7.5 ANN training.
Figure 7.6 ANN working algorithms.
Figure 7.7 System implementation.
Figure 7.8 Code snippet for data pre-processing.
Figure 7.9 Data split.
Figure 7.10 Model training.
Figure 7.11 Model fitting.
Figure 7.12 Accuracy curve.
Figure 7.13 Loss curve.
Figure 7.14 Accuracy and precision matrix.

Chapter 8
Figure 8.1 Polygonization [11].
Figure 8.2 Thresholding [6].
Figure 8.3 Binarization [24].
Figure 8.4 Gray scaling [10].
Figure 8.5 Noise reduction [10].



Figure 8.6 Image inversion [10].
Figure 8.7 Image dilation [10].
Figure 8.8 Division of the image into zones [11].
Figure 8.9 Zones detected in handwritten text [5].
Figure 8.10 Word detection using contours [5].
Figure 8.11 Detected enclosed space using Hough
circle transform [5].
Figure 8.12 The perceptron network [8].
Figure 8.13 Artificial neural network [12].
Figure 8.14 System architecture [13].
Figure 8.15 System flow [14].
Figure 8.16 Flowchart for personality prediction
[15].
Figure 8.17 Graph of the algorithm used for
personality analysis versus its accu...
Figure 8.18 Writer identification framework [18].
Figure 8.19 Writer identification with a machine
learning algorithm [25].

Chapter 9
Figure 9.1 Steps for data acquisition and
processing.
Figure 9.2 Proposed system for risk mitigation in
ASD individuals.
Figure 9.3 Activations in parietal, temporal, and
frontal regions showing decrea...
Figure 9.4 Activations in frontal and temporal lobes
showing reduced activity fo...



Figure 9.5 sLORETA images of young individuals
showing increase in activity in f...
Figure 9.6 sLORETA images of young patients
showing increase in activity in fron...

Chapter 10
Figure 10.1 Machine learning ecosystem.
Figure 10.2 Supervised and unsupervised learning
models.
Figure 10.3 Classification process.
Figure 10.4 Decision tree example.

Chapter 11
Figure 11.1 Factors modeled in risk-perception
model.
Figure 11.2 Schematic representation of the
modeled parameters.
Figure 11.3 Flowchart representing the weight up-
gradation in risk assessment.

Chapter 12
Figure 12.1 Importing of Pandas and Matplotlib and
displaying the dataset.
Figure 12.2 Bar graph of the dataset using the
Seaborn Library.
Figure 12.3 Replacing usernames and
punctuations.
Figure 12.4 Using common words and tokenizing.
Figure 12.5 Using stemming and lemmatization.
Figure 12.6 Using Bag of Words and TF-IDF count
vectorizer and splitting the tra...



Figure 12.7 Calculating result using accuracy score
and f1 score.
Figure 12.8 Architecture of random forest.

Chapter 13
Figure 13.1 Correlation between COVID-19 new
cases and stringency index.
Figure 13.2 Proposed modules to build analyzer.
Figure 13.3 Working flow of OpenCV.
Figure 13.4 Basic architecture of TensorFlow.
Figure 13.5 Sub-modules of person detection
module.
Figure 13.6 Bounding box with centroid point.
Figure 13.7 System implementation.
Figure 13.8 Work flow of proposed model.
Figure 13.9 Annotated file JSON representation.
Figure 13.10 Code snippet for frame creation.
Figure 13.11 Code snippet for contour detection.
Figure 13.12 TensorFlow workflow for model
training.
Figure 13.13 Code snippet for COCO model
comparison.
Figure 13.14 Code snippet for printing predictions.
Figure 13.15 Final model.

Chapter 14
Figure 14.1 Steps of IoT solution [15].
Figure 14.2 IoT-enabled VAS system.



Figure 14.3 Block diagram of the smart healthcare
system.
Figure 14.4 Architecture of the VAS ecosystem.

Chapter 15
Figure 15.1 Bone repairing process [15].
Figure 15.2 Bone substitute.
Figure 15.3 Methodology of work.
Figure 15.4 MRI to 3D model [6, 11].
Figure 15.5 Process of additive manufacturing [11].
Figure 15.6 Stereo-lithography [20].
Figure 15.7 Fused deposition modeling [17].
Figure 15.8 Schematic diagram of SLS [5, 24].
Figure 15.9 Direct 3D printing [8].

List of Tables
Chapter 2

Table 2.1 List of mobile apps and online sites for
smart healthcare system.
Table 2.2 List of wearables commercially available
for health monitoring.
Table 2.3 Deep learning models for bioinformatics.
Table 2.4 Deep learning models for bioimaging.
Table 2.5 Deep learning models for biomedical
imaging area.
Table 2.6 Deep learning models for human-machine
interface area.



Table 2.7 Deep learning models for HMS and public
care.

Chapter 4
Table 4.1 Differences between security and privacy
[1].
Table 4.2 Common biometric traits [17].

Chapter 8
Table 8.1 Personality characteristics for
corresponding baseline level [5].
Table 8.2 Personality characteristics for writing
slant [5].
Table 8.3 Position of t bar and traits.
Table 8.4 Personality traits for corresponding space
between words [6].
Table 8.5 Personality traits for corresponding space
between words [6].
Table 8.6 Comparison table for personality analysis
using various machine learni...
Table 8.7 Comparison table for writer identification
using various machine learn...

Chapter 9
Table 9.1 Risk factors involved in ASD.
Table 9.2 Technological interventions for autism.
Table 9.3 Sensitivity of various assistive
technologies.
Table 9.4 Softwares available for diagnosis.
Table 9.5 Categorization of activation in different
regions of brain.



Table 9.6 Type of activity and color coding.
Chapter 10

Table 10.1 Data attribute information.
Chapter 11

Table 11.1 Summary of automated ASD
investigation techniques based on EEG signal...
Table 11.2 Comparison of performance of the pre-
trained deep learning–based netw...

Chapter 12
Table 12.1 Summary of results by previous authors.

Chapter 15
Table 15.1 Comparison in between bone grafting
and bone scaffold [2, 15].



Scrivener Publishing
100 Cummings Center, Suite 541J
Beverly, MA 01915-6106
Publishers at Scrivener
Martin Scrivener (martin@scrivenerpublishing.com)
Phillip Carmical (pcarmical@scrivenerpublishing.com)

mailto:martin@scrivenerpublishing.com
mailto:pcarmical@scrivenerpublishing.com


Emerging Technologies for
Healthcare
Internet of Things and Deep Learning
Models
Edited by

Monika Mangla,

Nonita Sharma,

Poonam Mittal,

Vaishali Mehta Wadhwa,

Thirunavukkarasu K.
and

Shahnawaz Khan





This edition first published 2021 by John Wiley & Sons, Inc., 111 River Street,
Hoboken, NJ 07030, USA and Scrivener Publishing LLC, 100 Cummings Center,
Suite 541J, Beverly, MA 01915, USA
© 2021 Scrivener Publishing LLC
For more information about Scrivener publications please visit
www.scrivenerpublishing.com.
All rights reserved. No part of this publication may be reproduced, stored in a
retrieval system, or transmitted, in any form or by any means, electronic,
mechanical, photocopying, recording, or otherwise, except as permitted by law.
Advice on how to obtain permission to reuse material from this title is available
at http://www.wiley.com/go/permissions.
Wiley Global Headquarters
111 River Street, Hoboken, NJ 07030, USA
For details of our global editorial offices, customer services, and more
information about Wiley products visit us at www.wiley.com.
Limit of Liability/Disclaimer of Warranty
While the publisher and authors have used their best efforts in preparing this
work, they make no representations or warranties with respect to the accuracy
or completeness of the contents of this work and specifically disclaim all
warranties, including without limitation any implied warranties of
merchantability or fitness for a particular purpose. No warranty may be
created or extended by sales representatives, written sales materials, or
promotional statements for this work. The fact that an organization, website, or
product is referred to in this work as a citation and/or potential source of
further information does not mean that the publisher and authors endorse the
information or services the organization, website, or product may provide or
recommendations it may make. This work is sold with the understanding that
the publisher is not engaged in rendering professional services. The advice and
strategies contained herein may not be suitable for your situation. You should
consult with a specialist where appropriate. Neither the publisher nor authors
shall be liable for any loss of profit or any other commercial damages, including
but not limited to special, incidental, consequential, or other damages. Further,
readers should be aware that websites listed in this work may have changed or
disappeared between when this work was written and when it is read.
Library of Congress Cataloging-in-Publication Data
ISBN 978-1-119-79172-0
Cover image: Pixabay.Com
Cover design by Russell Richardson
Set in size of 11pt and Minion Pro by Manila Typesetting Company, Makati,
Philippines
Printed in the USA
10 9 8 7 6 5 4 3 2 1

https://www.scrivenerpublishing.com/
http://www.wiley.com/go/permissions
https://www.wiley.com/


Preface
The use of computing technologies in the healthcare
domain has been creating new avenues for facilitating the
work of healthcare professionals. Several computing
technologies, such as machine learning and virtual reality,
have been flourishing and in turn creating new
possibilities. Computing algorithms, methodologies and
approaches are being used to provide accurate, stable and
prompt results. Moreover, deep learning, an advanced
learning technique, is striving to enable computing models
to mimic the behavior of the human brain; and the Internet-
of-Things (IoT), the computer network consisting of
“things” or physical objects in addition to sensors, software
or methods, is connecting to and exchanging data with
other devices. Therefore, the primary focus of this book,
Emerging Technologies for Healthcare, is to discuss the use
and applications of these IoT and deep learning approaches
for providing automated healthcare solutions.
Our motivation behind writing this book was to provide
insight gained by analyzing data and information, and in
the end provide feasible solutions through various machine
learning approaches and apply them to disease analysis
and prediction. An example of this is employing a three-
dimensional matrix approach for treating chronic kidney
disease, the diagnosis and prognostication of acquired
demyelinating syndrome (ADS) and autism spectrum
disorder, and the detection of pneumonia. In addition to
this, providing healthcare solutions for post COVID-19
outbreaks through various suitable approaches is also
highlighted. Furthermore, a detailed detection mechanism
is discussed which is used to come up with solutions for
predicting personality through handwriting recognition;



and novel approaches for sentiment analysis are also
discussed with sufficient data and its dimensions.
This book not only covers theoretical approaches and
algorithms, but also contains the sequence of steps used to
analyze problems with data, processes, reports, and
optimization techniques. It will serve as a single source for
solving various problems via machine learning algorithms.
In brief, this book starts with an IoT-based solution for the
automated healthcare sector and extends to providing
solutions with advanced deep learning techniques.
Here, we would like to take the opportunity to acknowledge
the assistance and contributions of all those engaged in
this project. We especially would like to thank our authors
for contributing their valuable work, without which it would
have been impossible to complete this book. We express
our special and most sincere thanks to the reviewers
involved in the review process who contributed their time
and expertise to improving the quality, consistency, and
arrangement of the chapters. We also would like to take the
opportunity to express our thanks to the team at Scrivener
Publishing for giving the book its final shape and
introducing it to the public.

Editors
Monika Mangla, Nonita Sharma,

Poonam Mittal, Vaishali Mehta Wadhwa,
Thirunavukkarasu K. and Shahnawaz Khan
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Abstract
In the recent past, several technological developments
have happened owing to the growing demand for
connected devices. Applications of Internet of Things
(IoT) are vast, and it is used in several fields including
home-automation, automated machines, agriculture,
finance sectors, and smart cities. Life style diseases are
increasing among urban population and lot of money is
spent for the diagnosis and treatment of diseases.
Adaption of IoTs in health sectors enables real-time
monitoring of the patients and alerts the patients for
health checkups whenever required and communicate
the information from time to time. During pandemic
situations like Covid-19 which we are facing today, the
need for IoT-enabled services in health sector is essential
as the doctors have to treat the patients from remote
locations. The connected devices can help in surveillance
and disease control, keep track of nutritional needs,
mental health, stress management, emergency services,
etc., which will lead to an efficient health management
system. This article gives an overview of applications of
IoT in health sectors and how it can be used for
sustainable development and also addresses various
challenges involved in it. Efficient use of IoT in health
sectors can benefit healthcare professionals, patients,
insurance companies, etc.
Keywords: IoT, healthcare, smart gadgets, health
monitoring

1.1 Introduction
Due to the increase in awareness of a healthy life style, the
number of people depending on smart devices for
monitoring their health is increasing day by day. IoT
devices have become very essential to be the part of daily



life in this technological advanced world. Various
advancements are happening in the healthcare sectors
from the recent past. With the advancement in technology
in the use of IoTs integrated with Artificial Intelligence, a
major digital transformation is happening in the healthcare
sector. Various research is going on in this area which will
add new dimensions to the healthcare system.
Wireless Body Area Networks (WBANs) have also been
used extensively in healthcare services due to the
advancement in technology. A survey on healthcare
application based on WBAN is discussed in [1]. The paper
also analyses the privacy and security features that arises
by the use of IoTs in healthcare systems.
Use of RFID has become very common owing to the
extensive applications of IoTs. A survey on RFID
applications for gathering information about the living
environment and body centric systems is discussed in [2].
The challenges and open research opportunities are also
discussed in the article.
Various research is ongoing on to find the methods to
improve the monitoring and tracking of the patients in an
efficient manner. In [3], a novel IoT-aware smart
architecture is proposed to monitor and track the patients.
A smart hospital system is proposed which can collect real-
time data and environmental factors by making use of
ultra-low power hybrid sensing network.
A secure IoT-based healthcare system which operates with
body sensor network architecture is introduced in [4]. Two
communication mechanisms for authenticity and secured
communication is addressed. The proposed method was
implemented and tested using a Raspberry Pi platform.
In [5], authors address a survey paper on the IoT research
and the discusses about the challenges, strengths and



suitability of IoT healthcare devices and mentions about the
future research directions.
One of the challenges faced by the IoT systems is regarding
the security and privacy of data. In [6], the authors
proposed a hybrid model for securing the medical images
data. This model aims to hide the confidential patient data
from the image while transmitting it.
Wireless body networks are becoming popular with the
increased use of IoT smart devices. In [7], a solar energy
powered wearable sensor node is addressed. At various
positions of the body multiple sensors are deployed and a
web-based application is used for displaying sensor data.
Experiment results achieved good results for autonomous
operation for 24 hours.
Body sensor networks is the one of the significant
technologies used to monitor the patients by means of tiny
wireless sensor nodes in the body. Security of such IoT
devices poses a major issue in privacy of the patients. A
secure system for healthcare called BSN-care is addressed
in [8].
Securing the privacy of patients is of utmost importance for
IoT-based healthcare systems. Various research is going on
this area. In [9], a big data storage system to secure the
privacy of the patients is addressed. The medical data
generated is encrypted before it is transferred to the data
storage. This system is designed as a self-adaptive one
where it can operate on emergency and normal conditions.
Various systems are developed to take care of the personal
needs while traveling which can aid in travel and tourism.
An intelligent travel recommender system called ProTrip is
developed in [10]. This system helps travelers who are on
strict diet and having long-term diseases in getting proper
nutritional value foods according to the climatic conditions.



This system supports the IoT healthcare system for food
recommendation.
The issues in the security and privacy of IoT-based
healthcare system are a major concern. Most of the system
is based on cloud computing for IoT solutions which has
certain limitations based on economic aspects, storage of
data, geographical architecture, etc. To overcome this
limitation, a Fog computing approach is addressed in [11]
and authors explores the integration of traditional cloud-
based structure and Cloud Fog services in interoperable
healthcare solutions.
For IoT-based healthcare system efficient authorization and
authentication is required for securing the data. Such a
system is addressed in [12]. It was found that the proposed
model is more secure than the centralized delegation-based
architecture as it uses a secure key management between
the smart gateway and sensor nodes.
Recent security attacks for the private data and integrity of
data is a matter of concern for the IoT healthcare systems.
Conventional methods of security solutions are for the
protection of data during patient communication but it does
not offer the security protection during the data conversion
into the cipher. A secure data collection scheme for IoT
healthcare system called SecureData scheme is proposed in
[13], and the experimental results showed that this scheme
is efficient in protecting security risks.
Life style diseases like diabetes are common nowadays. It
is very important for such patients to follow a strict diet
and most of the time it is difficult for the healthcare
professionals to get the precise physiological parameter of
the patients. Without the knowledge of the current
condition of the patients, it is difficult for the ontologies to
recommend a proper diet for such patients. A fuzzy-based
ontology recommendation system is proposed in [14] which



can determine patient’s conditions and risk factors by
means of wearable sensors and accordingly can suggest the
diet. The experimental results proved that the system is
efficient for diabetes patients.
The data generated through IoT devices are prone to
security threats. Maintaining the privacy of the patient data
is of utmost importance. Traditional encryption schemes
cannot be applied on healthcare data due to the limitations
in the properties of digital data. A chaos-based encryption
cryptosystem to preserve the privacy of patients is
proposed in [15]. Random images are generated by the
cryptosystem which ensures highest security level for the
patient data. The performance of this model was found to
be better than other encryption schemes.
The trends of IoT in healthcare sectors and the future
scope for research is discussed in [16]. A sensor-based
communication architecture and authentication scheme for
IoT-based healthcare systems is addressed in [17]. Various
research articles on big data analytics, and IoT in
healthcare is addressed in [18].
With the enormous research happening in the field of IoT
applications in healthcare sectors, new dimensions to the
healthcare treatments and hospital services can be
expected in the coming years.

1.2 Influence of IoT in Healthcare
Systems
Due to the awareness about the importance of healthy life,
people have become more health conscious nowadays.
Humans are finding new ways to improve and track their
health. Due to the implementation of emerging
technologies like IoTs and Artificial Intelligence (AI), the
healthcare systems have evolved as an entirely new system


