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Foreword

Quantification theory has a long history and its popularity has reached every corner
of the world during the past 100 years. It has drawn us into the fascinating world of
data analysis and as such has played a key role as an attractive research tool for
diverse areas of scientific disciplines.

During the first half of the last century, the foundation of quantification theory
was firmly established by such researchers as Pearson, Gleason, Ramensky,
Richardson, Kuder, Hirschfeld, Fisher, Guttman, and Maung; in the latter half
of the last century, it flourished into routine methodology through concerted efforts
by groups of researchers led by Hayashi (Japan), Benzécri (France), de Leeuw (the
Netherland), Nishisato (Canada) and the trio of Young, de Leeuw, and Takane.
There were of course a countless number of other outstanding individual
researchers as well.

I am greatly honoured to write the foreword for this book. As a long-time
researcher at the Institute of Statistical Mathematics (ISM), I am privileged to have
worked with the late Dr. Chikio Hayashi who is well known for his theory of
quantification and many other researchers at ISM. During my career, I spent several
months as a visiting scholar at the University of Toronto with Prof. Nishisato and in
return, I hosted him as a foreign visiting professor at ISM. When I heard about his
dual scaling, what came to my mind was: when we expand real space to complex
space, thus enriching our field of mathematical exploration, dual scaling must have
the same effect of expanding our scope through re-directing our attention from
simple space to dual space.

I met Prof. José Garcia Clavel at a conference and learned that he too had spent
his sabbatical year in Toronto with Prof. Nishisato. I finally met Prof. Eric J. Beh
and Prof. Rosaria Lombardo at the 2017 IFCS conference in Tokyo, whose fame I
had known through their highly acclaimed book on correspondence analysis from
Wiley.

By then, I was supporting Nishisato for his battle over the joint graphical display
and learned that the three co-authors of the current book were also behind him.
Nishisato reminisces in Chap. 1 the memorable CGS scaling debate at the 1989
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IFCS meeting in Charlottesville, Virginia. I feel proud to say that I was there, and it
was the first time I met him.

The current book offers an interesting mixture of two groups of researchers,
Nishisato-Clavel and Beh-Lombardo. I heard that Nishisato had met Clavel at a
conference in Barcelona where he was writing his Ph.D. thesis under the super-
vision of Michael J. Greenacre. As my generation knows, Nishisato is one of the
last persons from the old school of traditional psychometrics, while Clavel is a
contemporary researcher, gifted with modern technology. These two researchers
with very different backgrounds have been working in unison for the last 20 years
or so.

Beh and Lombardo are statisticians by training who have been exceptionally
productive over the past two decades. It is my belief that they will play the role
of the leaders in the development of quantification theory to the next level of
advancement.

The four authors from Canada, Australia, Italy, and Spain have combined their
unique talents in writing this book. The book itself is a collection of essays and
technical writings on quantification theory. As a seasoned researcher, Nishisato
offers his personal reminiscence over the history of quantification theory, where we
see rare personal observations of the past researchers and their work. He then
directs his focus on the joint graphical display of quantification results, a topic that
has been ignored for decades; see his meticulous effort to solve the problem. Clavel
and Nishisato present cluster analysis (hierarchical, partitioning, bi-clustering) as an
alternative to the joint graphical display, where their main task is to explore
groupings of row and column variables in dual space. Then, Beh and Lombardo
present biplots as yet another alternative to the joint graphical display and expand
their expert writings of other important topics of quantification theory.

This book represents a unique collaboration of two groups of researchers with
different backgrounds, diverse viewpoints, and superb presentations. Their collab-
oration is very successful and the book demonstrates their own unique talents. As a
whole, this is a very informative and uniquely helpful book as a technical guide for
modern quantification theory. I would strongly recommend this book to many
researchers in diverse disciplines.

Tokyo, Japan
October 2020

Yasumasa Baba

vi Foreword



Preface

This book is a product of the collaborations by researchers from four countries with
different backgrounds. The first contact was made when Beh and Lombardo pub-
lished a highly innovative book, entitled Correspondence Analysis: Theory, Practice
and New Strategy (Wiley, 2014), and Nishisato reviewed it ( Psychometrika, 2016).
With this background, Beh, Lombardo, Clavel (Nishisato’s collaborator for some 25
years), and Nishisato proposed a session and presented papers at the IFCS
(International Federation of Classification Societies) meeting in Tokyo in 2017. By
then, through a number of correspondence, our close friendship was firmly forged.

The idea of writing a book together emerged through unfortunate and fortunate
events. Beh was a reviewer of Nishisato’s paper on joint graphical display which
was, according to Beh, “controversial” but warranted a broader discussion because
the issue had been largely ignored for decades. He recommended the paper for
publication since he did not see strictly speaking anything wrong with it, the paper
was well written and well argued. In spite of Beh’s strongly positive review, the
paper was unconditionally rejected as “fundamentally wrong”. In the meantime,
Nishisato successfully tested his solution to the long plagued problem of joint
graphical display in quantification theory, the topic of his paper, at a conference.
What happened then was sheer luck; although the review process of the afore-
mentioned journal was strictly double blind, Beh could tell the identity of the author
from the writing style and contacted Nishisato with strong encouragement. From
these unfortunate and fortunate events, an idea of writing a book emerged, and two
pairs of collaborators (Lombardo and Beh; Clavel and Nishisato) finally reached a
decision to put our different ideas together into a book. After the 2017 IFCS
meeting in Tokyo, we received encouragement from Akinori Okada (Series editor),
and we finalized our decision to publish a book as a joint work of the
Nishisato-Clavel team and the Beh-Lombardo team.

So, this is a product of our forged friendship and the book is by no means a
unified product, for Beh/Lombardo and Nishisato/Clavel represent two different
schools of thought. Beh and Lombardo are frontier researchers in statistics and their
work is highly technical, while Nishisato and Clavel are more practice-oriented. In
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spite of our different backgrounds, we have come together to highlight the pros and
cons of different ways of thinking about the same problem.

We do not describe anything that is strictly new, but rather discuss various issues
in essay and technical form from both sides of the fence. Due to the different
flavours of the two partnerships, you will see distinct differences in how we have
described the topics, while using the same notation.

Part I consists of six chapters. Chapters 1–5 are based on Nishisato’s reminis-
cence on his endeavour over half a century of research career with a particular
perennial problem of joint graphical display. Clavel and Nishisato will discuss
cluster analysis as an alternative to joint graphical display in Chap. 6.

Part II consists of five chapters edited by Beh and Lombardo. Chapter 7 provides
a brief outline of the inner workings of reciprocal averaging and its role in corre-
spondence analysis, while some previously unseen variants of reciprocal averaging
are proposed in Chap. 8. Chapter 9 provides a brief historical introduction to
biplots. Further discussions on biplots are presented in Chap. 10, although its focus
is based on ordered categorical variables and multi-way data quantification. Finally,
Chap. 11 explores some new ideas to deal with over-dispersed categorical data and
its visualization.

Quantification theory as known by many aliases will continue to evolve and will
capture the hearts of many researchers. This is a book written with the collaboration
of four international researchers with different backgrounds and viewpoints. We
hope that you will find this book as a useful addition to your bookshelf.

Toronto, Canada Shizuhiko Nishisato
Newcastle, Australia

November 2020

Eric J. Beh
Capua, Italy Rosaria Lombardo
Murcia, Spain Jose G. Clavel
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Part I
Joint Graphical Display

Preface

Over the past century and a half, quantification theory (QT) has been presented in
many papers and books in diverse languages. For the current stage of its develop-
ments, please refer to Beh & Lombardo (2014), which is an excellent compendium
of our current knowledge—other reference books in English, French, and Japanese
will be presented later.

In the quantification of a two-way table of data (e.g., contingency tables), we use
singular value decomposition of the data matrix, and as such Torgerson (1958) called
our quantification procedure principal component analysis of categorical data. The
traditional principal component analysis (PCA) (Pearson, 1901; Hotelling, 1933),
however, is different fromquantification theory in two aspects, namely (1) continuous
data for PCA and categorical data for QT and (2) primarily uni-modal analysis for
PCA and bi-modal analysis for QT. These differences have led to respective courses
of development.

As for the traditional uni-modal analysis of PCA, a typical data setmaybe patients-
by-medicalmeasurements (e.g., blood pressure, heart rate, body temperature), and the
object of the analysis is to find multidimensional relations of these medical statistics,
where patients are considered a random sample, hence no direct interest in analyzing
individual patients. The main task lies in finding multidimensional coordinates of
these medical measures. This is a straightforward mathematical problem and there
is no theoretical problem in finding the Euclidean coordinates for these variables.

In contrast, the bi-modal analysis of QT deals with such a data set as collected
from different age groups of people on their most preferred life styles out of say
ten choices. In this case, the main object of analysis is to find multidimensional
relations between two sets of variables (age groups and life styles), and we must find
multidimensional coordinates for the two sets of variables. It is almost certain that
age groups and life styles are correlated to some degrees. This correlation makes the
graphical display of QT results much more complicated than that of PCA, for we
must face at least two questions: (1) how many dimensions are needed to describe
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the complete relations between two sets of correlated variables, and (2) how we can
find the Euclidean coordinates of two sets of correlated variables in common space.

Thus, one-mode and two-mode tasks lead to distinct tasks. Note that we have
one set of variables for one-mode analysis and two sets of correlated variables for
two-mode analysis. One set of multidimensional coordinates of medical statistics is
the direct output of PCA, while we have two sets of multidimensional coordinates,
which is the reason why we talk about joint graphical display for QT. It can easily be
inferred that the two-mode QT output requires a space of larger dimensionality than
the one-mode PCA output. How to expand the space for QT appropriately, however,
is not a simple matter, and this is known as the perennial problem of joint graphical
display.

In typical courses of introductory statistics, we learn a geometric interpretation
of correlation between two variables: the two variables are expressed as two vectors
and the correlation (Pearson, 1904) is defined as the cosine of the angle between the
vectors. Then, assuming that the correlation between the rows and the columns is
not 1, a single component of QT requires two-dimensional space. Our problem then
is how to double the space for the QT outcomes. Keep in mind that we are interested
in placing both rows and columns of the contingency table in common space.

In QT, we must find coordinates to accommodate two sets of correlated variables
in expanded space. In the history of QT, however, this task of space expansion has
been intentionally or non-intensionally avoided or even ignored for the sole reason of
practical graphing. Unbelievable as it may sound, this avoidance of space expansion
for QT has become the main-stream of QT and it has dominated the QT literature
and history. The main aim of Part 1 is to revisit the currently popular compromised
graphical procedure and replace it with a logically correct method for joint graphical
display.

French plot is currently the most widely used graph. This name became popular
in the 1970s and 1980s. It is also referred to as symmetric scaling. We can define
symmetric scaling as a joint graph of principal coordinates of rows and principal
coordinates of columns, assuming that the row-column correlation is perfect. The
problem is that this assumption of perfect correlation does not generally exist nor is
interesting at all. Thus, themethod is one of the simplified and logically compromised
graphical methods. It ignores the role of correlation between rows and columns in
joint graphical display. Instead, it is a graphical method that overlays the graph for
row variables over that for column variables. This is currently the most widely used
practice and is logically not correct.

After a few attempts to rectify this time-honoured practice, most researchers have
so far ignored the problem and have used it as a standard procedure and have moved
away from the inherent problem. Thus, the problem of joint graphical display has
been ignored for decades. For some researchers, it remained as a perennial problem.
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In the current book, we will re-introduce Nishisato’s 1980 work to show how to
solve this perennial problem. But, why did the solution to this graphical problem
remain unknown to most researchers for so many years? Sadly or tragically, there
was a good reason for it as we will see it later.

Once we derive exact Euclidean coordinates for rows and columns in common
space, we encounter another problem, that is, how to graph a configuration inmultidi-
mensional space. This is one major problem that must await future investigation and
implementation. An immediate alternative is to rely on dimensionless analysis, of
which one popular method is cluster analysis. Thus, we will consider cluster analysis
as an alternative to joint graphical display. We will examine the merits and demerits
of the two approaches, joint graphical display and cluster analysis.

In Part 1, Nishisato will present his view on the traditional quantification theory,
starting with early days, then some background information for solving the perennial
problem of joint graphical display, and a solution in terms of his theory of doubled
common space in the first five chapters. Then, Clavel will join him to discuss cluster
analysis as an alternative to graphical display in Chap. 6. This final chapter of Part 1
will contain the two authors’ final words on Part 1.

Notes on Shizuhiko Nishisato

Born in 1935 in Sapporo, Japan. After BA andMA in experimental psychology from
HokkaidoUniversity, Japan, I went to the University of North Carolina at Chapel Hill
(UNC) as a Fulbright student and obtained Ph.D. under a joint programme of psycho-
metrics andmathematics. At UNC, I was taught by excellent professors ( e.g., former
Presidents of the Psychometric Society [Bock, Jones, Kaiser, Adkins Woods] and
Hotelling), had great fellow students ( e.g., Rapoport, Messick, Mukherjee, Wiesen,
Smith, Das Gupta, Abbe (née Niehl), Gordon, Zyzanski, Cole (née Stooksberry),
Kahn, and Norvick). I served as the only subject for Prof. T. G. Thurstone’s project
(the late L. L. Thurstone’s wife) for an English proficiency test for foreign students,
each session was always followed by tea and cookies with her at the Thurstone
Psychometric Laboratory.

Since 1961, the Psychometric Society became my home ground for the next 60
years, for its annualmeetings becamemy personal arena to forge awide acquaintance
with key researchers ( e.g., Gulikesen, Horst, Guttman, Torgerson, Green, Coombs,
Harman, Kruskal, J. D. Carroll, Luce, Jöreskog, Cliff, Bentler, Bloxom, Ramsay,
Arabie, Hubert, Ackerman, Molenaar, Fischer, Young, de Leeuw, Takane, Heiser,
Meulman, van der Linden, Cudeck, U. Böckenholt, Thiesen, and others).

After one year of post-doctoral work atMcGill University, I was recruited by Ross
Traub to the Ontario Institute for Studies in Education, the University of Toronto
(OISE/UT) in 1967. The Department of Measurement and Evaluation at OISE/UT
soon became one of the centres of psychometrics in North America.

I coined the name Dual Scaling in 1976, retired in 2000 as Professor Emeritus,
the University of Toronto, and currently live in Toronto with my wife Lorraine. I
Served as President of the Psychometric Society, Editor of Psychometrika, Fellow of
the American Statistical Association, Fellow of the Japanese Classification Society,
Year 2000 Distinguished Alumnus of the UNC Psychology Alumni Association,

https://doi.org/10.1007/978-981-16-2470-4_6
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and President of the Metropolitan Toronto Japanese Family Services, and served
20+years on the editorial board of Springer Verlag for the German Classification
Society Data Analysis Series.

Shizuhiko Nishisato
University of Toronto, Canada.

Notes on Jose G. Clavel

Likemost of the economists ofmy time, I finishedmydegreewithout knowing aword
about the analysis of categorical data. Of course, we were taught in the first week of
Statistics I that there were attributes that could be summarized in pie charts and so
on, but after that, my classes moved into the quantitative world for the subsequent
topics of Econometrics.

Thus, like Vasco Núñez de Balboa, I also saw my Pacific Ocean, when I was
asked to write a thesis on multidimensional scaling (MDS), from which I moved
years later to Correspondence Analysis, Classification and Regression Trees, Dual
Scaling, and so on. In those days, more and more friends started pouring into my
office with all types of data (not only economics and business data, but also stress
data of race horses, non-cognitive skills data, LaLiga, and lately, covid-19 medical
data). My policy of open doors, despite its interference of my work, has kept my
mind fresh. It is like that "stay hungry and stay foolish" recommended by Steve Jobs.

In addition to those job requirements and my own curiosity, I have had the fortune
to be in this age of computers. Starting with Framework and its spreadsheets, I
followed the rainbow through Lotus, Excel, S-plus, Eviews, MATLAB, SPSS, Stata,
R, and finally (so far) Python. This voyage had an important stop in Goregaon at the
Indira Gandhi Institute of Development Research, Mumbai, India, where, during my
sabbatical year, under the supervision of Dr. Dilip Nachane, a wise econometrician
and friend, I learned how to program and write my own codes.

Looking back, I am sure that all these facts have contributed to my teaching life:
my first-year statistics students will hopefully benefit from my background, as I take
advantage of their desire to know more. I hope that the readers of this book will see
that the categorical data have much more information inside than a simple pie chart.

José Joaquín García Clavel
Universidad de Murcia, España.



Chapter 1
Personal Reflections

Over half a century of his research career, Nishisato has observed the historical devel-
opments of quantification theory. He himself was involved in the heated arguments
over the problem of joint graphical display of quantified results, the problem which
lasted until recently when he solved it. So, please do allow him to reflect on his per-
sonal involvements in the controversy over the problem together with his overview
of the early history of quantification theory.

It was the summer of 1960, in Tokyo, Japan, when Prof.Masanao Toda introduced
Nishisato to Dr. Chikio Hayashi, one of the early pioneers of quantification theory.
In 1961, with Hayashi’s 1950 paper in his briefcase, Nishisato arrived as a Fulbright
student at Chapel Hill, North Carolina, USA, and started his graduate work at the
Psychometric Laboratory of the University of North Carolina. His supervisor was
Prof.R.DarrellBock, another pioneer of quantification theory,whowas then teaching
optimal scaling. Only after a while, Nishisato realized and understood thatHayashi’s
theory of quantification (Hayashi 1950) was essentially the same as Bock’s optimal
scaling (Bock 1960).

Later he learned that there were many other aliases for quantification theory. Out-
standing among them was French Analyse des Correspondances (correspondence
analysis), for it was unique with a strong emphasis on joint graphical display. To
interpret the outcome of quantification, the French group used graphical display
extensively, resulting in what we now know as French plot, or more neutrally sym-
metric scaling or correspondence plot. As mentioned earlier, this graphical method
has a serious problem.

It has become a routine tool for visual display of quantification results. Because of
its wide use, many researchers today are not even aware that this routine tool has had
a long history of fierce debates, pro’s and con’s. We should note that some toughest
critics of French plot would even denounce the use of French plot, but they were a
minority and were ignored completely.

© Springer Nature Singapore Pte Ltd. 2021
S. Nishisato et al., Modern Quantification Theory,
Behaviormetrics: Quantitative Approaches to Human Behavior 8,
https://doi.org/10.1007/978-981-16-2470-4_1
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What is the problem with the French plot? The answer is that it does not provide
an exact configuration, but is only a practical approximation to the true configura-
tion. More concretely, the French plot employs half the space required for a complete
description of the data configuration. In other words, a four-dimensional configura-
tion of data is depicted in a two-dimensional graph. This is so because the French
plot represents rows and columns of the contingency table as if the row-column cor-
relation is perfect, that is, 1. But, we should realize that if the correlation is 1, we do
not need a graphical display.

Critical views against any popular method are typically sidelined or suppressed,
often into oblivion. This is the reason why Nishisato has chosen his own personal
reminiscence as a useful vehicle to overview a historical background surrounding
the joint graphical problem—his 1980 description of the total information in the
contingency table has been more or less ignored, and when he tried to revisit the
relevant theory in the book, a well-respected journal rejected his criticism on the
current joint graphical display as “fundamentally wrong” for no obvious reasons.

We will see later that all the necessary information for finding multidimensional
coordinates for correlated sets of variables was thoroughly discussed in his 1980
book. To understand the nature of his struggles, let us first go back to the early days
of quantification theory, and then look at his solution to the perennial problem of
joint graphical display in Chap. 5.

1.1 Early Days

In early 1960s, joint graphical display in data analysis was promoted by French
researchers and the graphical display was uplifted to the level that it became almost
synonymous to French Analyse des Correspondances (Benzécri et al. 1973). Since
ideas of graphical display go back almost to the beginning of quantification theory,
let us look at its early history first.

The birth of quantification theory goes as far back as the early years of the twentieth
century (see Nishisato 2007a). First, we see an international group of ecologists
interested in optimal mapping of two sets of variables (e.g., plants and environments)
using gradient methods (e.g., Gleason, Lenoble, Ramensky), then we see similar
developments advanced by famous social and statistical scientists in the 1930s and
the 1940s (e.g., Edgerton and Kolbe, Ellenberg, Fisher, Guttman, Hirschfeld, Horst,
Johnson,Maung,Mosier, Richardson andKuder,Whitakker,Wilks), and then further
developments in the 1950s and 1960s (e.g., Hayashi, Benzécri, R.D. Bock, Baker,
Bouroche, Carroll, Escofier, Lebart, Lord, McDonald, Slater). These researchers
established solid foundations for further developments of quantification theory. After
1980s, the number of publications on quantification theory increased substantially.

At the 1976 Annual Meeting of the Psychometric Society, Jan de Leeuw of the
Netherlands, identified the following four groups of researchers as distinct promoters
of quantification theory:
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• Japanese Quantification Theory Group: Starting with Hayashi’s papers in 1950
and 1952 in English, a large number of papers and several books were published,
mostly in Japanese. The Institute of Statistical Mathematics (ISM), in Tokyo,
played an important role in disseminating Hayashi’s theory of quantification with
Hiroshi Akuto’s classification paradigm. In addition to those ISM researchers,
there were also other outstanding researchers at several universities and research
institutes throughout the country.

• French Correspondence Analysis Group: They published many relevant papers
and books in French in the 1970s and 1980s, the best known being the two volumes
by Benzécri and his many collaborators. Another outstanding French contribution
is the journal Les Cahiers de l’Analyse des Données, devoted mostly to corre-
spondence analysis. In terms of the number of active researchers, including those
outside the Benzécri school, France was outstanding out of the four groups listed
here.

• Dutch Homogeneity Analysis Group: Starting with de Leeuw’s doctoral thesis
at the University of Leiden, the Netherlands, in 1973, many young Dutch stu-
dents published their doctoral theses on quantification theory and related topics in
English from DSWO Press. Their contributions to the field were outstanding, and
the University of Leiden was one of the centres of quantification theory, together
with the above two groups. The other institutions in the Netherlands have also
produced many outstanding researchers in psychometrics and related disciplines.

• Canadian Group of Optimal/Dual Scaling: For the purpose of dissemination to
a large number of researchers in North America and abroad, Nishisato published
five reports on Bock’s optimal scaling and its generalizations (Nishisato 1972,
1973, 1976, 1979; Nishisato and Leong 1975), which culminated into his 1980
book. Since 1970, Nishisato and his students at the Ontario Institute for Stud-
ies in Education of the University of Toronto started presenting their studies on
optimal/dual scaling and its generalizations to other types of categorical data at
international conferences. Those days, Toronto was one of the centres of psycho-
metrics in North America, with Ross E. Traub (Princeton University) in classic
and modern test theory, Roderick P. McDonald (University of Queensland, Aus-
tralia) in factor analysis and covariance structure analysis, Shizuhiko Nishisato
(University of North Carolina) in optimal (dual) scaling, multidimensional scal-
ing and other psychometric methods, and Raghu P. Bhargava (StanfordUniversity)
in multivariate analysis of discrete and continuous variables. The solid graduate
programmewas unfortunately terminated around 2000, and nomore students were
trained since then.

Out of these groups, themost colourful and vibrantwas the French group, themain
promoter of joint graphical display as its flagship. This is important to note because
they had laid a solid mathematical foundation for quantification theory, together with
a practical method for summarizing the quantification results in graphs.

In 2017, Nishisato chaired the Awards Committee for the conference of the Inter-
national Federations of Classification Societies (IFCS), in Tokyo, and observed a
dramatic change in submitted papers such that the reviews of relevant studies went
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only as far back as 10 years, as opposed to typically 30 to 100 years some 50 years
ago. In old days, it was very important to identify the first author who developed
a particular procedure. What a surprise for an old-timer! A proper review of the
relevant studies used to be essential, and the paper with a scant review of relevant
studies was typically rejected! In this modern time when any information is instantly
available through the internet, old studies perhaps do not matter as much as half a
century ago.

Here strictly for old-timers’ sake, let us list those researchers one could regularly
see at conferences in 1960s–1980s, namely those involved in quantification theory
and related areas. As you will see below, the old academia was quite vibrant, and
those were the days when international travels were extremely difficult, due to cost
and visa restrictions. Hopefully, some readers would recognize their predecessors
or mentors on this list. The names below are in the alphabetical order and represent
only a sample of active researchers

• Japan: Adachi, Akiyama, Akuto, Aoyama, Asano, Baba, Haga, C. Hayashi, F.
Hayashi, Higuchi, Inukai, Ishizuka, Iwatsubo, Kamisasa, Katahira, Kobayashi,
Kodake, Komazawa, Kyogoku, Maeda, Maruyama, Miyahara, Miyano, Mizuno,
Morimoto, Murakami, Nakamura, Nojima, Ogawa, Ohsumi, Okamoto, Otsu,
Saito, Sakamoto, Shiba, Sugiyama,Takakura,Takeuchi, Tanaka,Tarumi,Tsuchiya,
Tsujitani, Yamada, Yanai, Yoshino, Yoshizawa.

• France: Benzécri, Besse, Bouroche, Caussinus, Cazes, Choulakian, d’Aubigny,
Daudin, Deville, Diday, Escofier-Cordier, Escoufier, Fenélon, Fichet, Foucart,
Jambu, Kazmierczak, Lebart, Leclerc, Lerman, Le Calve, Le Roux, Marco-
torichino,Morineau,Nakache, Pagés,Rouanet,Roux, Saporta, Schektman,Tabard,
Tenenhaus, Tomassone, Trecourt, Vasserot (Note: Tenenhaus, Rouanet and Le
Roux visited Nishisato in Toronto).

• The Netherlands:deLeeuw,Heiser, Israëls,Kiers,Kroonenberg,Meulman, Sikkel,
Stoop, ten Berg, ter Braak, van der Burg, van der Heijden, van Rijckevorsel, van
Schuur. Imagine that these young researchers were already in the frontiers of
research!

• USA, Canada, Australia: Abbey, Arabie, Arri, Austin, Baker, Bechtel, Bentler,
Bloxom, R.D. Bock, W. Böckenholt, Bradley, Bradu, Brown, J.D. Carroll, Chang,
Chase, Cliff, Clogg, Coons, Cronbach, Curtis, Dale, de Sarbo, Edgerton, Evans,
Fienberg, Franke, Gabriel, Gauch, B.F. Green, P.E. Green, Guttman, Hartley
(Hirschfeld), Helmes, Horst, Hotelling, Hubert, Jackson, Jones, Katti, Kessell,
Kolbe, Kruskal, Lawrence, Leong, Lord, McDonald, McKeon, Moore, Nishisato,
Noma, Norvik, Odoroff, Olkin, Orlóci, Peet, Perreault, Prentice, Ramsay, Rao,
Schönemann, Sheu, Singer, Sokal, Spence, Takane, Torgerson, Torii, Tucker,
Wang, Wentworth, Whittaker, Young.

• Britain: Burt, Cox, Critchley, Digby, Everitt, Goldstein, Gower, Hand, Healy,
Hill, Kendall, Krzanowski, Slater, Stuart.

• Germany: Baier, H. H. Bock, I. Böckenholt, Decker, Gaul, Ihm, Mucha, Pfeifer,
Schader.

• Italy: Bove, Coppi, D’Ambra, Decarli, Lauro.


