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Preface

Data-Driven Computing is the process of computational analysis using available
database in any form to derive predictive output. Data-driven computing needs to
be explored more extensively with theories and principles other than mainstream
computing. A structured database obtained by various processes can be used for
further predictions after computational analysis and intelligent manipulation.

The next step is going to be Data-Driven Manufacturing/Industrial Computing,
wherein industrial manufacturers will be able to make decisions based on the predic-
tion after data-driven computing. Industries are expected to utilise Internet of Things,
Artificial Intelligence, Machine Learning and other technologies to make manufac-
turing more automated, autonomic, smart and data-driven. Internet of Things (IoT)
and the use of sensors in big data and analytics have evolved a new dimension for
next generation manufacturing.

This Book on Emerging Trends in Data Driven Computing and Communica-
tions—Proceedings of DDCIoT 2021 addresses design, development and algo-
rithmic aspects of artificial intelligence, machine learning, deep learning, edge
computing, communication and networking. A variety of peer-reviewed papers
related towide applications in various fields like industrial IoT, smart systems, health-
care systems, autonomous systems and various other aligned areas are included. The
book is a compilation of papers presented in the International Conference on Data
Driven Computing & IOT-DDCIoT-2021, Organised by Department of Electronics
and Communications and Department of Computer Science Engineering of Geetan-
jali Institute of Technical Studies,Udaipur, andRajasthanTechnicalUniversity,Kota,
during 20–21March 2021. TheConferencewas sponsored byAICTE andTEQIP-III,
India.

The conference was focused to encourage various scholastic revolutionary
researchers, scientists and industrial engineers fromall around theworld and provides
them a platform to present the proposed new technologies, share their experiences
and discuss emerging trends in Data-Driven and Industrial Computing and IoT-based
Smart Systems

In the conference, 130 papers were received; we have selected 30 papers on the
basis of blind reviews, quality and originality of the work and research study. All the
papers have been carefully reviewed.
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vi Preface

This book could be referred to by academicians, researchers, programmers, system
infrastructure designers and industrial hardware developers. This book could also be
very useful for manufacturers, entrepreneurs and investors.
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Kota, India
Bengaluru, India
Hamirpur, India
May 2021
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Chapter 1
Hybrid Deep Learning Model
for Real-Time Detection of Distributed
Denial of Service Attacks in Software
Defined Networks

Auther Makuvaza, Dharm Singh Jat, and Attlee M. Gamundani

Abstract The growth of network devices has brought a lot of problems in managing
the networks. The ill-managed networks create different vulnerabilities which
attackers can exploit. The attackers take advantage of open-source tools and low-
priced Internet to use the networks. Software Defined Networking (SDN) is a good
networking architecture that can bemanaged centrally. The decoupled SDN architec-
ture has the flexibility of programming network devices from the central controller.
There is no doubt that SDN addresses the problem of networkmanagement; however,
SDN comes with a security concern. SDN controller has a vulnerability of a single
point of failure. This vulnerability makes the controller vulnerable to different
network attacks, including Distributed Denial of Service (DDoS) attacks, among
others. To get the best out of SDN, the controller needs security that can protect it
from cyber-attacks. The Deep Learning (DL) approach enhanced the selection of
the relevant features from the dataset for classification in an unsupervised manner.
This paper proposed the hybrid DL model that utilises Long Short-Term Memory
(LSTM) and Convolutional Neural Network (CNN) for DDoS attack detection. The
proposed hybrid model produced a detection accuracy of 99.72%.

Keywords CNN · Long short-term memory · IDS · Deep learning · DDoS · SDN

1 Introduction

As new technology redefines the digital world, attackers also have their attacking
methods by using multiple attacking vectors [1]. Novel technology has changed the
human lifestyle and security landscape; this change threatens the security of different
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networks and other Information Technology services. According to [2], the privacy
challenges come with novel technologies and can endanger and disturb everyday
activities in the networking environment. The legacy network lacks the scalability,
which is required by the ever-growing networks; however, SDN has proven to be the
future of networking because of its centralised controller which is used to program
the whole network. The decoupled SDN architecture has attracted a lot of cyber-
attacks [3]. Cyber-attackers target the SDN controller to bring the network down
because of the single point failure vulnerability.

With the advancement of technology, DDoS attacks can be launched by different
computers within a botnet. Attackers can attack the SDN controller by launching
DDoS attacks. According to [1], DDoS attacks are currently the most sophisticated
network threat to organisations, and they are difficult to detect and prevent.According
to [4], attackers are now using multi-vector attacks to attack the complex network.
Attackers can automatically or dynamically change the attacking vectors based on
the defence mechanisms they encounter during the attack. According to [4], multi
vector attacks are increasing by 13% every year, which brings the debate on which
DDoS attack detection mechanism organisations should use. Figure 1 below shows
the relationship between artificial intelligence, machine learning and deep learning.

Intrusion Detection Systems (IDS) are used to detect network attacks; however,
to detect anomaly-based attacks, the IDS should be trained, tested and evaluated.
Cybersecurity is the leading driving force of Artificial intelligence [5]. Deep learning
has proven to be one of the bestmethods cybersecurity officers can use to detectDDoS
attacks in SDN. However, DL cannot do the job alone, a flow-based dataset is needed
for the SDN environment. CICIDS 2017 dataset is a flow-based dataset, and it has
more than 11 different network attacks, with DDoS included.

Deep learning models come with problems of false positives and false negatives.
A model can incorrectly predict a positive and negative class [6]. To get the correct
accuracy from deep learningmodels, accuracy should bemeasured by comparing the
model results with the ground truth. According to [1], confusion matrix and standard
evaluation parameters can be used to measure the accuracy of a model. This paper
will discuss the background of the study and related work, methodology, results
analysis and conclusion.

Fig. 1 Relationship between
artificial intelligence,
machine learning and deep
learning
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1.1 Background and Related Work

Software-defined networks have changed the game of networking with their flow-
based protocol and decoupled architecture [7]. Previously, intrusion detection
systems were implemented based on traditional network protocol which is the
Internet Protocol (IP). With SDN using OpenFlow protocol, the IP-based intrusion
detection systems faced some challenges in detecting DDoS attacks in the SDN
environment because of the volume traffic and attack vectors [8]. SDN simplified
networking by having a centralised controller where all devices can be programmed
and configured from one point [2]. According to [9], recent cybersecurity experts
and researchers have designed anomaly intrusion detection systems to detect various
network attacks. This direction has seen neural networks being used in this direction
of intrusion detection systems.

According to [10], the best way to protect software-defined networks is through
intrusion detection systems. Deep learning intrusion systems can provide the last
line of defence to software-defined networks. They went on and stated that CNN
intrusion systems produce an accuracy of 95%when detectingDDoS attacks in SDN.
Reference [11] state that SDN architecture attracts a lot of cyber-attackers because
of the vulnerability of the controller. However, an anomaly detection method was
used to detect DDoS attacks in SDN. Reference [12] proposed DNN deep learning
model for DDoS attack detection in SDN. The proposed DNN intrusion detection
system produced an accuracy of 87%.

1.2 Deep Learning

Deep learning has emerged as an effective approach that enables the use of datasets
to detect network intrusions [13]. According to [14], deep learning approach has
become popular in the field of cybersecurity. Studies have shown that deep learning-
based intrusion detection system has surpassed tradition methods [14]. According to
[15], deep learning has received a lot of research attention in different fields, including
network security. Deep learning has the potential to secure computer networks and
information systems [15]. According to [16], traditional machine learning security
mechanism faced some difficulties in detecting DDoS attacks due to the high volume
of network traffic; however, deep learning has come as a solution tomachine learning
problems and has shown success in different big data sections.
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Fig. 2 IDS placement

Figure 2 shows the proposed model placement and traffic flow of the SDN.
Figure 2 shows how the hybrid deep learning IDSwas used to detect DDoS attacks

in SDN. The communication between the controller and SDN switch was facilitated
by OpenFlow protocol. The model has two inputs, one for feature extraction and one
for SDN switch. The model has one data output at the SDN switch.

2 Methodology

Feature selection, data distribution, training and testing the classifier and evaluation
will be discussed in this section. The proposed model used CICIDS 2017 dataset.
The study used literature review [1] to select four best features out of 86 features.
Figure 4 shows the hybrid deep learning model block diagram.

Figure 3 shows the proposed model flow diagram. The first step is training, then
followed by testing. On the training side, the first step is normalisation. Training of
the model follows normalisation. During training, they are forward propagation and
weight updates. After training, the model is then tested to detect DDoS attacks.

Figure 3 shows the proposed model flow diagram. The first step is training, then
followed by testing. In the training side, the first step is normalisation. Training of
the model follows normalisation. During training, they are forward propagation and
weight updates. After training, the model is then tested to detect DDoS attacks.
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Fig. 3 LSTM and CNN block diagram

For the proposed model to accurately detect DDoS attacks, only relevant features
were used to train and test a hybrid DDoS intrusion detection system. According
to [1], the following features are the four best features used to build the classifier:
[Backward Packet Length Standard Deviation, Flow Duration, Average Packet Size,
Forward Inter Arrival Time Standard Deviation].

2.1 Data Distribution

The dataset distribution of the proposed algorithm used an 80:20 ratio, where 80%
is the training set and 20% is the testing set.
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Fig. 4 Proposed model semantic
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2.2 Algorithm

Input: Four best features

Splitting (Training set 0.8 and Testing data 0.2

Train LTM model

Train CNN model

Merge the predictions from LSTM and CNN

Test the model

Decision using decision tree

Evaluation

Benign traffic

Else

DDoS traffic

2.3 Proposed Deep Learning Model

The study proposed a hybrid deep learning model of LSTM and CNN for real-time
DDoS attack detection in SDN. Below is the layout of the proposed model (LSTM
and CNN).

The hybrid LSTM and CNN model has five layers; the input layer has an input
of 64 neurons for CNN and four input neurons for LSTM. CNN has an output of
64 neurons and LSTM has an output of four neurons. The output of CNN, which
is 64 neurons, is loaded into the second layer, which produced an output of 32,
and LSTM produced an output of 64 neurons. Thirty-two neurons of CNN are then
loaded into the next hidden layer, which produced an output of 32 neurons, and the
input of LSTM 64 neurons produced 128 neurons. The fourth layer of CNN moved
the output of 32 neurons to the next layer, which produced one and 128 neurons of
LSTM, then moved to the next hidden layer, which produced the output of one. At
this stage, the two models were then joined to form a hybrid model. The input is one
and the hybrid produced the result, which is either 0 or 1, where 0 is benign traffic,
and 1 is DDoS traffic.
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2.4 Evaluation

The study used accuracy, precision, recall and F1-Score as standard evaluation
parameters of the hybrid DL distributed denial of service attack detection in SDN.

Accuracy—is used to find the portion of correctly classified values, and it tells
how often the classifier is suitable [17].

Precision—The ability of the model to classify positive values correctly [17].
Recall—used to calculate the ability of the model to predict positive values. It

shows how often the model predicts the correct positive values [17].
F1-Score—is the average of recall and precision. It is useful when both recall and

precision are being used [17].

3 Results

The results section presents and interprets the results of the experiment. Accuracy,
Precision, Recall and F1-Score are calculated as:

Accuracy (%)

Accuracy = T P + T N

T P + T N + FP + FN
∗ 100

Accuracy = 99.72%
Precision (%)

Precision = T P

T P + FP
∗ 100

Preci si on = 99.75%

Recall (%)

Recall = T P

T P + FN
∗ 100

Recall = 99.82%

F1-Score (%)

F1Score = 2 ∗ T P

2 ∗ T P + FN
∗ 100

F1Score = 99.9%
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Fig. 5 Proposed model loss

3.1 Loss

Figure 5 shows the epoch vs loss graph for the proposed model. The training loss of
the proposed model is 0.3, and the test loss of the proposed model is 0.2.

3.2 Accuracy

The accuracy of the proposed model is shown in Fig. 6, and it was compared with
models which are already in the market.

Fig. 6 Accuracy of the
proposed model
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Table 1 Accuracy
comparison table

Model Accuracy % Reference

LSTM and CNN (Proposed model) 99.72 –

RNN 68.55 [14]

GRU and RNN 89 [18]

RNN 84 [19]

KNN 98.3 [20]

CNN 97.2 [21]

Figure 6 shows how the proposed model performed in detecting DDoS attacks in
SDN. The proposed model produced 99.72% accuracy.

Table 1 and Fig. 7 show the comparison of the proposed model and other existing
models. The proposed model (LSTM and CNN) achieved 99.72% accuracy, which
is better than existing models.

Figure 8 shows the confusion matrix of the proposed model. The model detects
12,724 instances classified as true positive for benign attacks and 58 instances
misclassified as DDoS attacks. The model detects 41 instances of misclassified false
positive forDDoS as benign attacks, and themodel detects 23,172 instances classified
as benign attacks.

Figure 9 shows the value of the evaluation parameters of the proposed model. The
proposed model achieved an accuracy of 99.72%, precision 99.73%, recall 99.52%
and F1-score 99.9%.

Fig. 7 Comparison graph
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Fig. 8 Confusion matrix of
the proposed model

Fig. 9 Evaluation
parameters of the proposed
model
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4 Conclusion

Software-defined networks have shown great potential in changing the networking
architecture. Its decoupled architecture has become a significant target of cyber-
attacks. To protect SDN architecture from cyber-attacks, the proposed hybrid deep
learning DDoS intrusion detection system has shown a strong ability to detect DDoS
attacks in SDN. The model is cost-effective and has a high accuracy detection
rate. The flow-based dataset CICIDS 2017 has been utilised in this model. This
proposed model has shown great potential by producing 99.72% accuracy using less
computation power and less training time.
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Chapter 2
CP-ABE Scheme with Decryption Keys
of Constant Size Using ECC with
Expressive Threshold Access Structure

Rakshit Kothari, Naveen Choudhary, and Kalpana Jain

Abstract With the rapid development of cross-organizational application systems
that are geographically distributed, the notion of Virtual Organization (VO) is indis-
pensable. The inevitable existence of global information infrastructure in every field
has forced virtual organizations to gain importance as a fitting model for making a
large-scale organization of distributed nature. Virtual organization mainly deals with
the devolution of responsibilities to other organizations and providing goods and
services by having mutual cooperation among organizations. An ancient mechanism
is essential to have controlled access to shared resources and proper participation
policies. However, this controlled access is challenging in the case of VO because of
its distributed nature. Thus, a mechanism which can handle complex access policies
is needed. The mechanism is also required to be reasonably scalable and efficient.
In this paper, we propose a threshold access structure implemented using Elliptic
Curve Cryptography, which is much better in terms of efficiency. Our main contri-
bution is that we propose a threshold access structure that uses ECC and provides
constant-size secret keys for the Ciphertext Policy Attribute-based Encryption (CP-
ABE) scheme. In essence, we suggest a formal procedure to share secret information
using encryption, where secret messages are associated with a policy, and only the
users who have this specific attribute set that fulfils the specified policy will be apt
to successfully decrypt and gain access to the secret message/information.
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1 Introduction

Today, distributed computing systems, deployed over the large geographical area,
are used as a model to achieve a single task by many different organizations work-
ing together with mutual cooperation. These characteristics can be appropriately
sketched by Virtual Organization (VO). Virtual organizations can be thought of as
both organizationally and geographically distributed organizations [11] which can
aptly satisfy the needs like cooperative resource sharing. Virtual organizations can
also be thought of as a model for designing distributed systems for an organization
that requires complex resource sharing rules, expressive access structure and tangled
inter-process interaction. However, the task of defining and enforcing the access
scheme is hard because each organization participating in VO can delegate a large
number of representatives, who in turn are at different hierarchical levels. Because
of accountability and liability issues, the access of users to shared resources should
be controlled with a proper access structure, which is flexible enough to facilitate the
required functionality. Therefore, the control over sharing of resources using proper
and flexible access structure is an extremely important and challenging task in case
of VO.

As an illustration, we present a scenario in which VO is an appropriate model
to achieve required goals. The outbreak of Coronavirus in the World led to the
establishment of epidemiological and virological surveillance and controlled task
forces to combat and find the source of infection. In order to control and combat the
spreading of this infection, it is required to closely monitor all the key factors that
led to the spreading of this infection. For example, it is mandatory to keep track of
records of patients who have COVID-19 symptoms, we may also need to retrieve the
immigration records of such patients to exactly locate the origin point of infection.
COVID-19 is lethal which spreads through droplets generated when the COVID-19
patient coughs, sneezes or speaks. In order to control and combat the spreading of this
infection, it is required to closely monitor all the key factors that led to its spreading.

An appropriate encryption scheme is CP-ABE in which the access policy is asso-
ciated with the plaintext message by the encrypter and only the users who fulfil the
specified policy will be able to decipher the ciphertext. The users are related with
attributes based on which organization they belong to and what their designation is in
that organization. The policy is also specified by a set of attributes. Hence, CP-ABE
is acutely appropriate and suitable for implementing controlled resource sharing in
Virtual Organizations because it enables the encrypter to decide and impose access
policy while encrypting confidential or sensitive information.

1.1 Related Work

In the literature, ABE [25] is an important encryption scheme given by Sahai and
Waters, which can be applied to any role-based system to provide data confidentiality
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[10]. Identity-based Encryption [5], in particular, changed the classical way of think-
ing for public key encryption by letting the public key be some string associated with
the identity of a receiver, for example, the email address of the receiver. There exist
many identity-based encryption schemes that provide shorter keys for decryption,
for example, multi-identity single-key decryption [14, 15, 17] and identity-based
encryption with traitor tracing [16].

Sahai-Water’s seminal work [25] was followed by the development of several KP-
ABE schemes [1, 12, 24, 25] andCP-ABE schemes [3, 7, 10, 18, 21, 22, 25, 26]. CP-
ABE permits the user to decide the policy of access during execution of encryption; it
is more suitable for access control applications which require implicit authorization.
CP-ABE schemes come in two flavours, onewith constant-size ciphertext [9, 10, 28],
and another with constant-size secret keys [10, 13, 23]. All these schemes are built
upon bilinear maps and provide an expressive access structure. Bilinear maps are
far less efficient when compared with ECC because they require large-sized security
parameter. Thus, ECC is more suitable and a better choice as compared to bilinear
maps [2, 20, 29].

Except EMNOS scheme [10], no other scheme facilitates constant-size cipher-
text along with constant-size secret keys. EMNOS scheme [10] facilitates (n, n)-
threshold structure which can be restrictive for some practical applications. GSWV
scheme [13] provides an access structure of AND-gate and facilitates secret keys
of constant size. However, both GSWV scheme [13] and EMNOS scheme [10] are
based on computationally expensive bilinear maps. ODG scheme [23] uses ECC
instead of bilinear maps, thus achieving efficiency, but provides expressive AND
gate access structure which is again too restrictive in some practical instances.

The schemewhichwe propose in this paper is the only one, which achieves thresh-
old access structure and is based on ECC instead of bilinear maps, thus promising in
terms of efficiency, while keeping the secret decryption key size constant. Threshold

Table 1 Comparing various CP-ABE techniques

Scheme LSK LCT Access structure

Waters [26] (A + 2)G (2P + 1)G + Gt LSSS

ODG [23] 2 × O(G) (n − |P| + 3)G + L AND gates

Ours 2 × O(G) (2n − |P| − |A| +
3)G + L

Threshold

Note LSSS: scheme on linear secret sharing; LSK: user secret key length; LCT: ciphertext length;
L: length of message of plaintext M; G and Gt : groups of prime order paring; G: base-point of the
curve group which is elliptic; O(G): order of base point of the elliptic curve group
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access structure is flexible and general enough to meet the needs of some practical
problems like resource sharing in the case of virtual organizations. A comparison of
different attribute-based encryption is presented in Table1.

1.2 Our Contributions

Our main contribution are summarized below.

1. We propose an efficient mechanism using CP-ABE and Elliptic Curve Cryptogra-
phy with an expressive (n, k)-threshold access structure. This is the first scheme
that provides a provably secure (n, k)-threshold access structure using ECC.

2. Another major contribution of this paper is that it uncovers an error in the KeyGen
phase andDecrypt phase of theODG scheme [23].We show that theODG scheme
will not work as expected and we also give appropriate changes to make it work
correctly.

3. Our proposed CP-ABE technique also achieves secret keys which are of constant
size, i.e., user decryption key size is not dependent on the cardinality of universe
attribute set U.

4. It is shown that the achieved (n, k)-threshold access structure is secure under the
given model.

2 Definitions and Preliminaries

The section provides an outline of the basic preliminary concepts along with the
computational hard problems associated with our scheme, which are used in this
paper. The representation used throughout this paper is mentioned in Table2. In the
end of this section, we draw a basic CP-ABE technique for a selective game that
defines the selective-security against a chosen ciphertext attack.

2.1 Access Structure and Attribute

We represent the Universe attribute set by U consisting of n number of attributes.
Let U = {A1, A2, A3...An}. We represent the i th attribute by Ai . The attribute set
corresponding to a user is denoted by A ⊆ U. In this paper, attribute set is denoted
by n-bit string of binary a1a2a3...an; also, this binary string is defined by

{
ai = 1 iff Ai ∈ A

ai = 0 iff Ai /∈ A
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Table 2 Notation used

Symbol Description

ρ Security parameter

p Numbers which are prime and large (160 bits)

Ep(a, b) y2 = x3 + ax + b(mod p) represents Elliptic curve

G Order of 160-bit number at point of base in Ep(a, b) in Zp

xG G + G + · · · + G (x times), Elliptic curve multiplication by scalar,
G ∈ Ep(a, b)

P + Q Point addition for the curve which is elliptic, P, Q ∈ Ep(a, b)

G Group of curves which are elliptically generated by G

Z
∗
p {1, 2, 3, . . . , p − 1}, p is the prime number

p′ Order of the point of base G in Ep(a, b)

MSK Secret key of master

MPK Public key of master

α, β, γ Random numbers which serve as master secret key. α, β, γ ∈ Zp

H1, H2, H3, H4 Collision-resistant for functions which are hash

K DF Function of Key Derivation

U Universe attribute set A1, A2, A3, . . . , An for n number of attributes

n Cardinality of U

A A ⊆ U, user attribute set

ai i th bit in the bit representation of attribute set A. ai = 1 iff Ai ∈ A

P Access Policy, P ⊆ U

bi i th bit in the bit representation of attribute set P. bi = 1 iff Ai ∈ P

|X| Cardinality of the set X.

S
x Cartesian Product of S, x times, Sx = S × S × S × · · · × S (x times)

M Plaintext message

C Ciphertext corresponding to M

lσ Length of string which is random

lm Length of the message which is plaintext M

⊕ Bitwise XOR operator

{0, 1}∗ String which is binary and of arbitrary length

{0, 1}l String which is binary whose length is represented by l

f (x,P)
n∏
j=1

(x + H4( j))1−b j

f j Coefficient of x j in f (x,P)

F(x,A,P)
n∏
j=1

(x + H4( j))2−a j−b j

Fj Coefficient of x j in F(x,A,P)


