
Advances in Intelligent Systems and Computing 1355

Indrajit Pan
Anirban Mukherjee
Vincenzo Piuri   Editors

Proceedings 
of Research and 
Applications 
in Artificial 
Intelligence
RAAI 2020



Advances in Intelligent Systems and Computing

Volume 1355

Series Editor

Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences,
Warsaw, Poland

Advisory Editors

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India

Rafael Bello Perez, Faculty of Mathematics, Physics and Computing,
Universidad Central de Las Villas, Santa Clara, Cuba

Emilio S. Corchado, University of Salamanca, Salamanca, Spain

Hani Hagras, School of Computer Science and Electronic Engineering,
University of Essex, Colchester, UK

László T. Kóczy, Department of Automation, Széchenyi István University,
Gyor, Hungary

Vladik Kreinovich, Department of Computer Science, University of Texas
at El Paso, El Paso, TX, USA

Chin-Teng Lin, Department of Electrical Engineering, National Chiao
Tung University, Hsinchu, Taiwan

Jie Lu, Faculty of Engineering and Information Technology,
University of Technology Sydney, Sydney, NSW, Australia

Patricia Melin, Graduate Program of Computer Science, Tijuana Institute
of Technology, Tijuana, Mexico

Nadia Nedjah, Department of Electronics Engineering, University of Rio de
Janeiro, Rio de Janeiro, Brazil

Ngoc Thanh Nguyen , Faculty of Computer Science and Management,
Wrocław University of Technology, Wrocław, Poland

Jun Wang, Department of Mechanical and Automation Engineering,
The Chinese University of Hong Kong, Shatin, Hong Kong

https://orcid.org/0000-0002-3247-2948


The series “Advances in Intelligent Systems and Computing” contains publications
on theory, applications, and design methods of Intelligent Systems and Intelligent
Computing. Virtually all disciplines such as engineering, natural sciences, computer
and information science, ICT, economics, business, e-commerce, environment,
healthcare, life science are covered. The list of topics spans all the areas of modern
intelligent systems and computing such as: computational intelligence, soft comput-
ing including neural networks, fuzzy systems, evolutionary computing and the fusion
of these paradigms, social intelligence, ambient intelligence, computational neuro-
science, artificial life, virtual worlds and society, cognitive science and systems,
Perception and Vision, DNA and immune based systems, self-organizing and
adaptive systems, e-Learning and teaching, human-centered and human-centric
computing, recommender systems, intelligent control, robotics and mechatronics
including human-machine teaming, knowledge-based paradigms, learning para-
digms, machine ethics, intelligent data analysis, knowledge management, intelligent
agents, intelligent decision making and support, intelligent network security, trust
management, interactive entertainment, Web intelligence and multimedia.

The publications within “Advances in Intelligent Systems and Computing” are
primarily proceedings of important conferences, symposia and congresses. They
cover significant recent developments in the field, both of a foundational and
applicable character. An important characteristic feature of the series is the short
publication time and world-wide distribution. This permits a rapid and broad
dissemination of research results.

Indexed by DBLP, EI Compendex, INSPEC,WTI Frankfurt eG, zbMATH, Japanese
Science and Technology Agency (JST).

All books published in the series are submitted for consideration in Web of Science.

More information about this series at http://www.springer.com/series/11156

http://www.springer.com/series/11156


Indrajit Pan · Anirban Mukherjee · Vincenzo Piuri
Editors

Proceedings of Research
and Applications in Artificial
Intelligence
RAAI 2020



Editors
Indrajit Pan
Department of Information Technology
RCC Institute of Information Technology
Kolkata, West Bengal, India

Vincenzo Piuri
Department of Computer Science
Università degli Studi di Milano
Milan, Milano, Italy

Anirban Mukherjee
Department of Information Technology
RCC Institute of Information Technology
Kolkata, West Bengal, India

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-981-16-1542-9 ISBN 978-981-16-1543-6 (eBook)
https://doi.org/10.1007/978-981-16-1543-6

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Singapore
Pte Ltd. 2021
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-16-1543-6


Dr. Indrajit Pan would like to dedicate this
book to Prof. (Dr.) Siddhartha Bhattacharyya

Prof. Anirban Mukherjee would like to
dedicate this book to all his research scholars

Prof. Vincenzo Piuri would like to dedicate
this book to all researchers and professionals
who are extraordinarily contributing to make
our life better, and to students who will
change our future



RAAI 2020 Committee Members

Honorary General Chairs

Dr. Kalyanmoy Deb, Michigan State University, USA
Dr. Aboul Ella Hassanien, Cairo University, Egypt
Dr. Valentina Emilia Balas, University of Arad, Romania

Chief Patron

Dr. Pranabesh Das, Director, Technical Education, Government of West Bengal,
India and Chairman, BOG, RCCIIT, India

General Chair

Dr. Anirban Mukherjee, RCC Institute of Information Technology, Kolkata, India

International Advisory Chairs

Dr. Elizabeth Behrman, Wichita State University, Kansas
Dr. Xiao-Zhi Gao, University of Eastern Finland, Finland
Dr. Ricardo Baeza-Yates, Universitat Pompeu Fabra, Barcelona, Spain
Dr. Valentina Emilia Balas, University of Arad, Romania
Dr. Kalyanmoy Deb, Michigan State University, USA
Dr. Aboul Ella Hassanien, Cairo University, Egypt
Dr. Vincenzo Piuri, Universita degli Studi di Milano, Italy
Dr. Daniela Romano, University College of London, London, UK

vii



viii RAAI 2020 Committee Members

Dr. Debotosh Bhattacharjee, Jadavpur University, India
Dr. Siddhartha Bhattacharyya, Christ University, Bengaluru, India
Dr.DebashisDe,MaulanaAbulKalamAzadUniversity of Technology,West Bengal,
India
Dr. Paramartha Dutta, Visva Bharati University, Santiniketan, India
Dr. Hafizur Rahaman, Indian Institute of Engineering Science and Technology,
Shibpur, India
Dr. Chiranjoy Chattopadhyay, Indian Institute of Technology, Jodhpur, India
Dr. Koushik Mondal, Indian Institute of Technology, (ISM), Dhanbad, India
Dr. Nilanjan Dey, Techno International, New Town, India
Dr. Ernesto Cuadros-Vargas, School of Computer Science, UTEC, Peru

Organizing Secretary

Dr. Indrajit Pan, RCC Institute of Information Technology, Kolkata, India
Moumita Deb, RCC Institute of Information Technology, Kolkata, India

Program Chairs

Dr. Ernesto Cuadros-Vargas, School of Computer Science, UTEC, Peru
Dr. Dipankar Majumdar, RCC Institute of Information Technology, Kolkata, India
Dr. Abhijit Das, RCC Institute of Information Technology, Kolkata, India
Dr. Shyantani Maiti, RCC Institute of Information Technology, Kolkata, India

Technical Program Committee

Dr. Rabie A. Ramadan, Cairo University, Egypt
Dr. Amlan Chatterjee, California State University, USA
Dr. Sherif Ismail, Umm Al-Qura University, Saudi Arabia
Dr. Ahmed A. Elngar, Beni-Suef University, Egypt
Dr. Pushpendu Kar, The University of Nottingham, Ningbo, China
Dr. Mohamed Abdelfattah, MET, Mansoura, Egypt
Dr. Rony Chatterjee, Microsoft Corporation, USA
Dr. Indrajit Banerjee, Indian Institute of Engineering Science and Technology,
Shibpur, India
Dr. Tuhina Samanta, Indian Institute of Engineering Science and Technology,
Shibpur, India
Dr. Shibakali Gupta, University of Burdwan, Burdwan, India
Dr. Subhamita Mukherjee, Techno Main, Salt Lake, India



RAAI 2020 Committee Members ix

Prof. Piyal Sarkar, Techno Main, Salt Lake, India
Dr. Sudip Ghosh, Indian Institute of Engineering Science and Technology, Shibpur,
India
Dr. Arijit Ghosal, St. Thomas College of Engineering and Technology, Kolkata, India
Dr.AbhishekBhattacharya, Institute ofEngineering andManagement,Kolkata, India
Dr. Sachi Nandan Mohanty, KIIT University, India
Dr. Anirban Das, University of Engineering and Management, Kolkata, India
Dr. Tiya Dey Malakar, RCC Institute of Information Technology, Kolkata, India
Dr. Arpita Ghosh, RCC Institute of Information Technology, Kolkata, India
Dr. Papia Datta, RCC Institute of Information Technology, Kolkata, India
Dr. Biswarup Neogi, JIS College of Engineering, India
Dr. Tanupriya Chourdhury, University of Petroleum and Energy Studies, India
Dr. Swarnendu Chakraborty, National Institute of Technology, Arunachal Pradesh,
India
Dr. Anilesh Dey, Narula Institute of Technology, Kolkata, India
Dr. Soumi Dutta, Institute of Engineering and Management, Kolkata, India
Dr. Debashis Mondal, RCC Institute of Information Technology, Kolkata, India
Dr. Anup Kumar Kolya, RCC Institute of Information Technology, Kolkata, India
Dr. Sutirtha Kumar Guha, Meghnad Saha Institute of Technology, Kolkata, India
Dr. Baisakhi Das, Institute of Engineering and Management, Kolkata, India
Dr. Shiladitya Pujari, University Institute of Technology, Burdwan, India
Dr. Chandan Koner, Dr. B. C. Roy Engineering College, Durgapur, India
Dr. Tanmay Bhattacharya, Techno Main Salt Lake, India
Dr. Chandan Bhattacharyya, Sister Nivedita University, Kolkata, India
Dr. Sangita Agarwal, RCC Institute of Information Technology, Kolkata, India
Dr. Tathagata Deb, RCC Institute of Information Technology, Kolkata, India
Sanjib Saha, Dr. B. C. Roy Engineering College, Durgapur, India
Uddalak Chatterjee, BITM, Santiniketan, India
Rabi Narayan Behera, Institute of Engineering and Management, Kolkata, India
Sudipta Bhattacharya, Bengal Institute of Technology, Kolkata, India
Anjan Bandyopadhyay, Amity University, Kolkata, India
Anirban Bhar, Narula Institute of Technology, Kolkata, India
Mousumi Bhattacharyya, Sister Nivedita University, Kolkata, India
Sudeep Basu, North Bengal University, India
Mithun Roy, Siliguri Institute of Technology, Siliguri, India
Soumitra Sasmal, Techno Main Salt Lake, India

Institutional Advisory Chairs

Dr. Minakshi Banerjee, RCC Institute of Information Technology, Kolkata, India
Dr. Ashoke Mondal, RCC Institute of Information Technology, Kolkata, India
Dr. Alok Kole, RCC Institute of Information Technology, Kolkata, India
Dr. Abhishek Basu, RCC Institute of Information Technology, Kolkata, India



x RAAI 2020 Committee Members

Dr. Soham Sarkar, RCC Institute of Information Technology, Kolkata, India
Dr. Srijan Bhattacharyya, RCC Institute of Information Technology, Kolkata, India
Dr. Arindam Mondal, RCC Institute of Information Technology, Kolkata, India
Dr. Shilpi Bhattacharya, RCC Institute of Information Technology, Kolkata, India

Institutional Program Committee

Arpan Deyasi, RCC Institute of Information Technology, Kolkata, India
Soumen Mukherjee, RCC Institute of Information Technology, Kolkata, India
ArupKumar Bhattacharjee, RCC Institute of Information Technology, Kolkata, India
Rajib Saha, RCC Institute of Information Technology, Kolkata, India
Harinandan Tunga, RCC Institute of Information Technology, Kolkata, India
Biswanath Chakraborty, RCC Institute of Information Technology, Kolkata, India
Arijit Ghosh, RCC Institute of Information Technology, Kolkata, India
Nitai Banerjee, RCC Institute of Information Technology, Kolkata, India
Alokananda De, RCC Institute of Information Technology, Kolkata, India
Satabdwi Sarkar, RCC Institute of Information Technology, Kolkata, India
Pampa Debnath, RCC Institute of Information Technology, Kolkata, India
Naiwrita Dey, RCC Institute of Information Technology, Kolkata, India
Nandan Bhattacharyya, RCC Institute of Information Technology, Kolkata, India
Budhaditya Biswas, RCC Institute of Information Technology, Kolkata, India
Kalyan Biswas, RCC Institute of Information Technology, Kolkata, India
Avishek Paul, RCC Institute of Information Technology, Kolkata, India
Anindya Basu, RCC Institute of Information Technology, Kolkata, India
Sk. Mazharul Islam, RCC Institute of Information Technology, Kolkata, India
Koushik Mallick, RCC Institute of Information Technology, Kolkata, India
Parama Bagchi, RCC Institute of Information Technology, Kolkata, India
Priya Sen Purkait, RCC Institute of Information Technology, Kolkata, India
Satarupa Chatterjee, RCC Institute of Information Technology, Kolkata, India
Dr. Joyeeta Basu Pal, RCC Institute of Information Technology, Kolkata, India
Moumita Banerjee, RCC Institute of Information Technology, Kolkata, India
Deepam Ganguly, RCC Institute of Information Technology, Kolkata, India
Subhrajit Sinha Roy, RCC Institute of Information Technology, Kolkata, India
Sarbojit Mukherjee, RCC Institute of Information Technology, Kolkata, India
Nijam Ud-Din Molla, RCC Institute of Information Technology, Kolkata, India

Organizing Chairs

Hrishikesh Bhaumik, RCC Institute of Information Technology, Kolkata, India
Abantika Choudhury, RCC Institute of Information Technology, Kolkata, India
Ranjan Jana, RCC Institute of Information Technology, Kolkata, India



RAAI 2020 Committee Members xi

Jayanta Datta, RCC Institute of Information Technology, Kolkata, India
Hiranmoy Roy, RCC Institute of Information Technology, Kolkata, India
Soumyadip Dhar, RCC Institute of Information Technology, Kolkata, India
Amit Khan, RCC Institute of Information Technology, Kolkata, India
Pankaj Pal, RCC Institute of Information Technology, Kolkata, India
Sudarsan Biswas, RCC Institute of Information Technology, Kolkata, India
Shaswati Roy, RCC Institute of Information Technology, Kolkata, India



Preface

Artificial intelligence is a leading theory of computer science now. Scientists across
all engineering disciplines are interested in this concept. Artificial intelligence has
opened the door for all research enthusiasts and application developers to propose
new-age research and application concepts. The future of artificial intelligence
enabled research and application is very promising. This book will discuss the recent
research trends and upcoming applications based on artificial intelligence. Many of
the versatile fields of artificial intelligencewill be categorically addressed in different
chapters of this volume.

Over the years scientists have developed several efficient algorithms to address
different real-world problems realistically and proposemeaningful solution for them.
However, the classical problem-solving algorithms often fall short of offering a robust
solution to handle the multiple constraints encountered in real-life situations since
these core methods are often uncertain and imprecise, which remain intractable to
process in practice using the conventional classical methods.

Moreover, with the progress of technology, the need for advanced computational
techniques is always called for addressing the complex real-life problems. The objec-
tive of such computational paradigm is to give rise to fail-safe and robust solutions
to the emerging problems faced by mankind. Imparting intelligence in a machine is
the need of the hour. Several intelligent techniques have been in vogue over the year
in this direction. Among these techniques, the soft computing techniques stand in
good stead. However, it is often noted that the soft computing techniques often fall
short in offering a formidable solution. On and above, if the different components
of the soft computing paradigm are conjoined together, the resultant hybrid intel-
ligent computing paradigm is found to be more efficient and robust by design and
performance in these situations.

This book aims to introduce to the prospective readers the latest trends in artificial
intelligence with reference to both the classical and hybrid computational paradigms.

The editors would like to take this opportunity to express their heartfelt regards to
the Management of RCC Institute of Information Technology, Kolkata, and all the
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xiv Preface

committee members of RAAI 2020, especially the technical committee members
who have critically reviewed all the articles. Special thanks to Mr. Aninda Bose,
Senior Editor, Springer, India, for his constant support and guidance during this
book project tenure.

Kolkata, India
January 2021

Indrajit Pan
Anirban Mukherjee

Vincenzo Piuri
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Abstract The enormous complicated heterogeneous data can be processed easily
using data mining. An attempt has been made to generate a pattern for COVID-19
disease, which can be beneficiated to detect as well as treat the affected patients.
Consideration has been made to analyze and predict the most common as well as
rare and hidden symptoms via applying both positive (interesting rules) and negative
(uninteresting rule) data mining association rules. Thus, study has made on both
frequent and infrequent itemsets of affected patients with remembering the risk levels
at the pandemic situation worldwide. The extracted frequent and infrequent itemsets
assist the medical professionals to make diagnostic recommendations and determine
the riskiness of patients at an initial stage as test report has generated after few days
of sample collection.
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1 Introduction

In today’s world, COVID-19 is the preeminent human killer pandemic. In India, the
cause of death from COVID-19 is co-morbidity in the maximum cases [1]. It claims
millions of lives globally and causes thousands of diseases in India until these days.
Common symptoms of COVID-19 are fever, tiredness and dry cough [2]. Other
symptoms that are less familiar and may affect some patients include sore throat,
aches and pains, headache, nasal congestion, loss of taste or smell, conjunctivitis,
diarrhea or a rash on skin [3]. Some people who are COVID-19 positive only have
very mild symptoms.

Data mining is being used in the clinical field. “Association rule mining” is the
most efficient data mining approach for extracting frequent itemsets from enormous
datasets. The foremost objective of association rule mining is to bring out frequent
itemsets from transactional database. However, “association rule mining” algorithms
neglect many valuable infrequent itemsets. These frequent itemsets with low support
can give rise to important negative association rules (high confidences). The problems
aimed in this paper are extracting positive(+ve) and negative(-ve) association rules
from the “frequent” and “infrequent” itemsets. Application of negative rule mining
along with positive rule mining in medical field is to extract rare symptoms of a
particular disease.

Most research articles that have written on frequent itemsets frommedical data to
analyses HIV [4, 5], heart disease [6–8], cancer and tumor [9, 10], diabetes mellitus
[11, 12] using apriori algorithm [13]. Little researcher work on negative association
rule to find out rare features on various diseases [14–20]. There is very rare work
on COVID-19 using positive(+ve) and negative(−ve) association rules, which is
discussed with experiment in this paper.

2 Methodology

This proposed method focuses on both positive(+ve) and negative(−ve) association
rules from frequent and infrequent itemsets with considering sample text dataset
of COVID-19 symptoms. Here, “minimum support” and “minimum confidence”
values are taken from pre-processed dataset to generate frequent itemsets. Finally,
positive(+ve) and negative(−ve) association rules are considered from “frequent”
and “infrequent” itemsets utilizing lift is the last step as elaborated in Fig. 1.

2.1 Data Source and COVID-19 Symptoms

Symptoms are simulated for COVID-19 dataset containing sample records of 1000
patients [21–24, 19, 20] have tabulated in Table 1.
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Proposed method

COVID-19 dataset

Pre-processed da-
taset

Frequent & Infre-
quent itemsets of 

symptoms

Minimum sup-
port and confidence

Lift

Symptoms

Positive & nega-
tive association rule 
and possibility of 

affecting COVID-19

Fig. 1 Block diagram of methodology

Table 1 Symptoms for
COVID-19 affected patients

Symptoms
number

Symptom name Symptoms
number

Symptom name

1 Shortness of
breadth

10 Cough

2 Sneezing 11 Chilblains

3 Throat pain 12 Dizziness

4 Diarrhea 13 Fatigue

5 Vomiting 14 Fever

6 Chest pain 15 Body pain

7 Nausea 16 Changes in
heart rhythm

8 Headache 17 Skin rashes or
blood clots

9 Conjunctivitis 18 Loss of taste or
smell

2.2 Algorithms

All four algorithms are noted below.
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2.2.1 Algorithm-1

Input: TRD- Covid-19 dataset; Min_support- “Minimum support” value; 
Min_confi- “Minimum confidence”

Output: FREQ: “frequent” itemsets; inFREQ: “infrequent” itemsets; 
(1) initialization of  FREQ = Φ; inFREQ = Φ; 
(2) tem1=∀ P | P ∈ Frequent symptoms 
(3) FREQ1 = {P | P ∈ tem1 and support (P) ≥ min_support};
 (4) inFREQ1 = tem1 – FREQ1;
      z = 2; 
(5) while (temz−1 !=Φ) do started 
       Dz = generation of (temz−1, min_support);  
       for individual transaction tran ∈ TRD 
        do started 

     Dtran = subset (Dz, tran);  
        for individual candidate d ∈ Dtran

d.counter++;
       end of  loop; 
  d.supp = (d.counter/|TRD|);
  temz= {d | d ∈ dz and (d.supp ≥ minsupport)};
(6) FREQz = {P | P ∈ temz and P. supp ≥ min_support)};
(7) inFREQz = temz − FREQz;
(8) FREQ = ∪z FREQz;
(9) inFREQ = ∪z inFREQz; 
(10) z++;
       end; 
(14) return  FREQ and inFREQ; 

Description of Algorithm-1

The present algorithm, “patients” are expressed as “Transaction” and corresponding
“symptoms” are represented with “itemsets.” Support is the indication of item that
represents frequency of occurrence (itemsets). First of all, “FREQ” and “inFREQ”
are initialized with null value. All itemsets having 1 candidate (symptom) is added
to “tem1”.frequent symptoms with support count is greater than least support are
assigned to “FREQ1”. “FREQ1” is subtracted from “tem1” to get infrequent itemsets
having 1 candidate, which are assigned to “inFREQ1” and “z” is initialized by 2 (>1)
where z is the size of itemsets (the number of symptoms for a person). While the
value of “tempz-1” is not equal to null value, “tempz-1” is generated with minimum
support and is stored in “Dz”, which is candidate z-itemsets. Now database “TRD” is
scanned for individual patient, which is represented by “trans”; “temp1” candidates
are generated in transaction “trans”, now if itemsets exist in transaction then it is
increased by 1.support of z number of itemset is calculated. An item d (symptom)
is stored in tempz where support of symptom d is greater than or equal to minimum
support. Frequent symptoms having support count greater than or equal to threshold
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support are added to “FREQz”. Infrequent itemsets are added to “inFREQz” by
subtracting FREQz from tempz where support is smaller than least support. Now
generated frequent symptomsare added toFREQand infrequent itemsets (symptoms)
are added to “inFREQ” with z number of items. Then itemset size is incremented by
1. Return the value of “FREQ” and “inFREQ”.

2.2.2 Algorithm 2

Input: minisupport: “minimum support”; minconfi: “minimum confidence”;
FREQ (frequent itemsets); inFREQ (infrequent itemsets) 

Output: POSR: Positive(+ve) Association Rules; NEGR: Negative(-ve) Associa-
tion Rules; 

(1) POSR = ;NEGR = ; 
(2) For individual itemset S in FREQ 
     do started 
       for individual itemset S1 ∪ S2 = S,S1 ∩ S2 =
       do started 
(3)   if confidence (S1  S2) ≥ minconfi && lift (S1  S2) ≥ 1 
        then output of the rule (S1  S2); POSR ∪ (S1  S2) 
       else 
(4)   if confidence (S1  ~S2) ≥ minconfi && lift (S1  ~S2) ≥ 1 
        output of the rule (S1  ~S2);NEGR ∪ (S1  ~S2) 
        if confidence (~S1 S2) ≥ minconfi && lift (~S1  S2) ≥ 1 
        output of the rule (~S1  S2);NEGR ∪ (~S1 S2) 

if confidence (~S1  ~S2) ≥ minconfi && lift (~S1  ~S2) ≥ 1 
        output of the rule (~S1  ~S2);NEGR ∪ (~S1  ~S2) 
      end of  loop; 
     end of loop ; 
(5) For any itemset S in inFREQ 
     do started 

For every itemset S1 ∪ S2 = S,S1 ∩ S2 = , support(S1) ≥ minisupport and 
support(S2) ≥ minisupport 

       Do started 
(6)   If confidence(S1  S2) ≥ minconfi && lift(S1  S2) ≥ 1 
         then output of  the rule S1  S2;
         POSR ∪ (S1  S2) 
       else  

 if confidence (S1  ~S2) ≥ minconfi && lift (S1  ~S2) ≥ 1 
        output of  the rule (S1  ~S2);NEGR ∪ (S1  ~S2) 
        if confidence (~S1 S2) ≥ minconfi && lift (~S1  S2) ≥ 1 

     output of  the rule (~S1  S2);NEGR ∪ (~S1  S2) 
        if confidence (~S1  ~S2) ≥ minconfi && lift (~S1  ~S2) ≥ 1 
        output of the rule (~S1  ~S2);NEGR ∪ (~S1  ~S2) 
       end of loop; 
     end of loop; 
(7) return  POSR and NEGR; 
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Description of Algorithm 2

“Confidence” is an indication of how often the rule has been found to be true and
“Lift” is measurement of interestingness of a rule. At first, “PQSR” and “NEGR”
are initialized by null value. After that, association rules are generated from FREQ
(frequent itemsets). For an individual patient S, all symptoms belong to “FREQ”. If
S1 and S2 are any two symptoms of patient S, rules are generated for S1 implies to
S2(S1=>S2). If confidence and lift of (S1=>S2) are higher than or equal to minimum
value of confidence and value 1 respectively, then output is (+ve) rule. Else, if confi-
dence and lift of (S1=>~S2) are more than or equal to least confidence and value
1 respectively, then output is (−ve) rule. If confidence and lift of (~S1 => S2) are
higher than or equal to least confidence and value 1 respectively, then output is (−ve)
rule. If confidence and lift of (S1 =>~S2) are higher than or equal to minimum value
of confidence and value 1 respectively, the output belongs to (−ve) rule. If confi-
dence and lift of (~S1 =>~S2) are more than or equal to least confidence and value 1
respectively, then output is been (−ve) rule. Now association rules are generated from
“inFREQ” or infrequent itemsets where an individual patient S and corresponding
symptoms are S1 and S2. Mentioned support S1 and S2 are higher than base support.
Rules are generated for (S1=>S2). If confidence and lift of (S1=> S2) are more than
or equal to minimum threshold of confidence and value 1 respectively, then output
is (+ve) rule. Else, if confidence and lift of (S1 => ~S2) are higher than or equal to
minimum value of confidence and value 1 then output is (−ve) rule. If confidence
and lift of (~S1 => S2) are more than or equals to minimum threshold of confidence
and value 1 respectively, then output is (−ve) rule. If confidence and lift of (~S1 =>
~S2) are higher than or equal to minimum confidence and value 1 respectively, then
output is (−ve) rule. Return the value of “PQSR” and “NEGR”.

2.2.3 Algorithm 3

Given: support(S1 ∪ S2) ≥ minisupport  
(1)if confidence (S1  S2) ≥ minconfi, and lift (S1  S2) > 1 

then S1  S2 is a effective positive rule, S1 and S2 are positively correlated 
with minimum confidence. 

else 
(2) if confidence (S1  S2) < minconfi, and lift (S1  S2) < 1  

then S1  S2 is not a effective positive rule, S1 and S2 are   negatively corre-
lated with  lower than minimum confidence.  

       Hence, Negative association rules are generated  from itemset S. 
(3)if confidence (S1 ~S2) ≥ minconfi, and lift (S1 ⇒ ~S2) > 1  

then S1 ~S2 is a effective negative rule, S1 and S2 are    positively corre-
lated with minimum confidence. 
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Description of Algorithm 3

Support of (S1 ∪ S2) is more than or equal to minimum support. If confidence of
(S1 => S2) higher than or equal to minimum value of confidence, and lift of (S1
=> S2) greater than 1 then S1 => S2 is an effective positive rule, S1 and S2 are
positively correlated with minimum confidence. Else, if confidence and lift of (S1
=> S2) less than minimum confidence and value 1 respectively, then S1 => S2 is
not an effective positive rule, S1 and S2 are negatively correlated with lower than
minimum confidence. Hence, negative association rules are generated from itemset
S. If confidence of (S1 => ~S2) ≥ minimum value of confidence, and lift of (S1 =
> ~S2) greater than 1 then S1 => ~S2 is an effective negative rule, S1 and S2 are
positively correlated with minimum confidence.

2.2.4 Algorithm 4

Given: support(S1 ∪ S2)< minisupport, and support(S1 ∪ S2) != 0 
support(S1) ≥ minisupport, and support(S2) ≥ minisupport, 
(1)if confidence(S1 ⇒ S2) ≥ minconfi, and lift(S1 ⇒ S2) > 1 

then S1 ⇒ S2 is a effective positive rule, X and Y is positively correlated with 
minimum confidence 

    else  
(2)if confidence (S1 ⇒ ~S2) ≥ minconfi and lift(S1⇒ ~S2) > 1  

then S1 ⇒ ~S2 is a effective  negative rule, S1 and  ~S2 is positively correlated 
with minimum confidence.  

Description of algorithm- 4

Here, Support of (S1 ∪ S2) less than minimum support, and support of (S1 ∪ S2) not
equal to 0, minimum support of (S1) higher than or equal to least support, and support
of (S2) more than equal to least support. If confidence of (S1 ⇒ S2) more than or
equal to minimum threshold of confidence, and lift of (S1 ⇒ S2) more than 1 then S1
⇒ S2 is an effective positive rule, S1 and S2 is positively correlated with minimum
confidence. Else, if confidence of (S1 ⇒ ~S2) more than or equal to minimum value
of confidence and lift of (S1⇒ ~S2) greater than 1 then S1 ⇒ ~S2 is an effective
negative rule, S1 and ~S2 is positively correlated with minimum confidence.
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3 Result and Discussions

The generated itemsets are summarized in Table 2. It has been observed that frequent
itemsets are decreased with improving the minsup value. A gradual increase of the
infrequent itemsets has also noticed as shown in Fig. 2. All the four types of asso-
ciation rules have implemented and corresponding results are recorded in Tables 3,
4, 5 and 6. These results can also be visualized with Figs. 3, 4, 5 and 6 respectively.
Prediction can be made easily for the risk factor of a COVID-19 patient from these
datasets. Here, {Cough⇒ Shortness of breath} means “Shortness of breath” is expe-
rienced by a patient who is suffering from “Cough” and { ~Throat pain-Headache
⇒ ~Cough} means if “Headache” experienced by a patient is not having “Throat
pain”, then he may not have “Cough” with high confidence.

Table 2 Generated numbers
of frequent and infrequent
items

“Support” “Frequent” itemsets “Infrequent” itemsets

0.1 14 21

0.15 10 25

0.25 8 27

0.3 6 29

0.4 4 31

0

20

40

0.1 0.15 0.25 0.3 0.4

Frequent Items

Infrequent Items

Fig. 2 Graphical representation of generated numbers of frequent and infrequent items

Table 3 [+ve] rules from
frequent itemsets

Rules “Support” “Confidence” “Lift”

{cough}{shortness of
breath}

0.41 0.63 1.07

{shortness of
breath}{fever}

0.39 0.67 1.15

{cough} {fever} 0.39 0.63 1.08

{body pain}
{headache}

0.31 0.58 1.18

{cough} {body pain} 0.37 0.69 1.13


