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Preface

STAB is the German Aerospace Aerodynamics Association (Deutsche
Strömungsmechanische Arbeitsgemeinschaft) founded in the late 1970s, and DGLR
is the German Society for Aeronautics and Astronautics (Deutsche Gesellschaft für
Luft- und Raumfahrt - Lilienthal Oberth e.V.). The mission of STAB is to foster
aerodynamics research and its appreciation in Germany. This is accomplished by
creating forums for scientific discussions and by disseminating most recent research
results, thereby promoting scientific progress and avoiding unnecessary duplication
in research.

STAB brings together German scientists and engineers from universities,
research establishments and industry. They present research and project work in
numerical and experimental fluid mechanics as well as aerodynamics for a wide
variety of fields, such as aeronautics, space, ground transportation, wind turbines
and other applications. This format also offers an excellent opportunity for
exchange on numerous joint research activities supported by different funding
agencies.

Since 1986, the symposium has taken place every two years at different locations
in Germany, all having an affinity with fluid mechanics and aerodynamics.

In addition, STAB workshops are regularly held at Deutsches Zentrum für Luft-
und Raumfahrt (DLR) in Göttingen in the intermediate years.

Both STAB symposia and workshops provide excellent forums where new
research activities can be presented, often resulting in new jointly organized
research and technology projects.

In 2020, the 22nd DGLR/STAB Symposium was planned to be held in Berlin.
Unfortunately, due to the corona pandemic, the STAB Board had to cancel the
conference to protect the health of the participants.

However, it was the Board’s strong ambition to give researchers who had
planned a presentation for the symposium the opportunity to publish their latest
work in an appropriate setting. Thus, the present volume contains the papers
originally envisaged for the symposium after having successfully undergone a
thorough peer review process.

The review panel for the papers included in this volume consisted of
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Abstract. This work describes the influence of the wind tunnel sup-
port system on the wake flow and associated forces acting on the CRM
aircraft configuration in post-stall conditions at subsonic Mach num-
bers. Unsteady scale-resolving simulations at α = 18◦, M∞ = 0.25 and
Re∞ = 11.6 · 106 were carried out using the CRM with and without a
support sting, respectively. A predominantly local effect of the sting was
observed at these conditions, causing significant deflection of the local
flow direction near the sting. The sting’s shape causes downward deflec-
tion near the horizontal tailplane, decreasing that surface’s effective angle
of attack and its lift coefficient. This results in a reduced overall lift coef-
ficient CL and a significantly reduced nose-down pitching moment CMy.
The wing pressure distribution is only weakly affected.

Keywords: Transport aircraft · Stall · Hybrid RANS/LES methods

1 Introduction

Validation experiments are of great importance for the development of modern
computational methods and for the understanding of physical phenomena. In
order to ensure comparability between simulation and experiment, the experi-
mental conditions need to be modeled as accurately as possible in the simula-
tion setup. However, the computational effort increases significantly when the
full geometric configuration of a wind tunnel experiment is taken into account.
Therefore, simplifications of the setup in combination with correction factors are
often used to mimic wind tunnel effects. In the context of aircraft computational
fluid dynamics (CFD), it is desirable to handle the isolated aircraft geometry
without the added complexity of the surrounding wind tunnel structure.

The physical effects of a mounting system on the flow around the model can
be divided in a near-field and far-field effect, as Stojanowski et al. [13] point out.
Similarly, Britcher et al. [1] describe three components of interference: overall,
local and geometrical modification. The overall effect of the sting on the flow
is due to the pressure gradient induced by the sting’s physical blockage. The
local flow disturbance is caused by interference between support system and

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
A. Dillmann et al. (Eds.): STAB/DGLR Symposium 2020, NNFM 151, pp. 3–13, 2021.
https://doi.org/10.1007/978-3-030-79561-0_1
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flow in the vicinity of the model, most significantly by altering the development
of boundary layers. Finally, the geometrical distortion results from altered model
surfaces such as e.g. the interface between sting and model replacing a fuselage
surface or a tailcone.

Prior work dealing with flow separation and the wake of the NASA Common
Research Model (CRM) [14] in free flight conditions has been carried out in
the authors’ working group [15,17]. Waldmann et al. [15] showed the necessity
of using hybrid RANS/LES methods for the resolution of the complex flow in
the separated wake associated with the behavior of the wing leading edge shear
layer in post stall conditions. They concluded that the aerodynamic coefficients
and the wake propagation can be predicted in good agreement with the experi-
ment by using the Delayed Detached Eddy Simulation method (DDES) [11]. The
experimental data used for comparison was taken from the measurement cam-
paign conducted during the ESWIRP project in the European Transonic Wind
Tunnel (ETW) [7].

As the simulations in the previously mentioned publications are based on the
free flight configuration of the CRM, wind tunnel effects such as wall interference
and mounting system are not taken into account. The wind tunnel wall influence
is minimized in ETW by the use of slotted walls, and it has been studied in the
context of the ESWIRP campaign [3]. However, the wind tunnel model differs
from the free flight configuration in the area of the rear fuselage, which includes
the interface with the model support system. This leads to inherent differences
between wind tunnel and simulation results, and increases uncertainties.

For this reason, different wind tunnel effects such as the wall influence and the
impact of the blockage effect of the model support system have been subject of
recent research. The influence of the wind tunnel support system on the CRM’s
flow characteristics has been characterized in the transonic regime [4,6,8] and in
the linear range of the angle of attack polar at subsonic conditions [16]. While
these studies quantify the influence of the mounting on the aerodynamic coef-
ficients, the wing pressure distribution, and the local flow at the aircraft’s tail,
its effect on the post stall flow is still insufficiently explored. This flow regime
at the edge of the flight envelope is of particular interest because the occurring
unsteady aerodynamic loads can cause damage to the aircraft structure and may
lead to controllability issues. The present computational study deals with the
question of how the mounting of the wind tunnel model affects the propaga-
tion of the wake and its interaction with the horizontal tailplane at subsonic
flow conditions and at high angles of attack. Knowledge of these effects provides
quantitative data on expected differences involved in comparisons of free flight
simulations with wind tunnel data. Therefore, more reliable statements towards
the development of the turbulent wake can be made.

2 Test Case and CFD Setup

The present work focuses on simulations of the CRM in the post stall regime
with the hybrid RANS/LES model DDES. The computational model geometry
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Table 1. Flow conditions and geometric parameters

Ma∞ Re∞ p0 T0 cref α

0.25 11 · 106 303 kPa 115 K 0.189 m 18◦

replicates the wind tunnel model as used in ESWIRP [7]. The flow conditions
which reproduce run 316 of that campaign as well as the main geometric param-
eters of the model are listed in Table 1 where p0 and T0 denote the total values of
pressure and temperature, cref is the mean aerodynamic chord and α the angle of
attack. The data from the ESWIRP [7] campaign include corrections for the wall
interference, flow curvature and Mach effects. This study employs the dataset
without sting buoyancy correction in order to better isolate the sting’s influence
on the flow field around the model.

The TAU solver [9] provided by DLR is used for all simulations in the present
work. This finite volume solver is second order accurate in space and time using
a central differencing scheme for the convective fluxes and an implicit back-
ward Euler scheme with dual time stepping for time discretization. In order to
reduce dissipation of small scale turbulent structures and avoid excessive dis-
sipation of small scale instabilities, low dissipation settings are applied incor-
porating DLR’s recommendations for hybrid RANS/LES simulations [2]. More
precisely, a matrix-based artificial dissipation approach with a fourth order dissi-
pation coefficient of k(4) = 1/1024 is used. A blending between scalar-valued and
matrix-valued dissipation models is set up such that matrix-valued dissipation
contributes 95% of the total. Furthermore, the mean flow fluxes are discretized
using the skew-symmetric scheme by Kok [5]. The dual time stepping scheme
employs a physical time step size corresponding to 1% of the convective time
unit t∞ = cref/u∞. This yields a time step of Δt = 3.461 · 10−5 s. The mean and
fluctuating values investigated in this work are obtained from time series span-
ning 70t∞, which were extracted from longer simulated time series ensuring that
no transient effects associated with simulation start-up remain in the solution.

The two investigated configurations represent the CRM with a horizontal
tailplane, which is mounted at an incidence of 0◦ with respect to the fuse-
lage (WBT0 configuration). The wing deformation due to aerodynamic loads
in the wind tunnel is taken into account by deforming the grids according to
the deformation recorded in the measurement campaign. More details about the
deformed shapes and the grid deformation process can be found in Lutz et al. [7]
and Waldmann et al. [15]. Waldmann et al. [16] quantified the improvement of
computational results, which can be achieved by including the wing deforma-
tion. This deformation leads to the WBT0d configuration without wind tunnel
support system, which is similar to the grid presented in [15]. The configuration
WBT0ssd additionally takes into account the CRM’s wind tunnel mounting sting
which enters the fuselage in place of a vertical tailplane. The arc sector the sting
is attached to in the ETW is not included in the computational model. The sting
is cut off in the region where it enters the arc sector after its cylindrical part has
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reached maximum diameter. The sting’s aft end is closed using a hemispherical
cap. In the previous investigation of Waldmann et al. [16] this modeled length of
the sting was sufficient for capturing the support system’s influence on the flow
around the CRM. Both configurations are represented in Fig. 1.

Fig. 1. CRM with and without wind tunnel mounting. Slice through structured wake
grid in blue. Sting shown in red.

Two grids created with the CFD mesh generation software Pointwise are used
in the present work. They are identical except in the region of the rear fuselage
and the sting. The boundary layers are resolved using prism and hexahedron
layers, ensuring y+ < 1 everywhere. The area above the wing’s suction side and
the wake area is discretized using isotropic hexahedral elements in order to ensure
a mesh suitable for scale resolving methods in areas of separated flow. A slice
through this structured grid area is depicted in blue in Fig. 1. The structured
area resolving the separated wake is also identical in both grids.

The junction areas between fuselage and wing, tailplane and wind tunnel
mounting system, respectively are meshed using fully structured grid blocks.
This enables the resolution of corner flow effects occurring in these areas. Overall,
the WBT0d mesh consists of approx. 51 million points, whereas the WBT0ssd
grid contains approx. 59 million grid points.

The one-equation Spalart-Allmaras (SA) turbulence model [10] is used as
background model for DDES, as in the original model presented by Spalart.
SA does not include the ft and ft2 terms in this implementation. All runs are
conducted assuming fully turbulent flow due to high Reynolds number and an
extreme angle of attack with highly accelerated flow velocities around the lead-
ing edge. The hybrid RANS/LES simulations use a filter width based on the
maximum edge length of the grid cells. This Δmax filter in combination with
the chosen timestep results in a convective CFL number between 1 and 2 in the
area of flow separation on the employed grids. Following Spalart’s [12] recom-
mendation for DES-type grids, and prior work of Waldmann et al. [15], this is
sufficient for resolving the major turbulent scales in the separated wake.

3 Results

The following section comprises studies of local flow effects caused by the support
system near the aircraft tail as well as the influence on the wake. In addition to
overall lift, drag and pitching moment data, the alteration of the local flow angle
in the wake and its impact on the tailplane inflow are quantified and analyzed.
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3.1 Near Field Effects

The sting’s presence alters the local flow field in its immediate vicinity and forces
the incoming flow to move around it instead of remaining largely straight above
the fuselage. Figure 2 shows the pressure distribution and surface streamlines
in the rear fuselage region of the CRM and on the upstream part of the wind
tunnel mounting. The sting forces the flow outward in the spanwise direction.
This displacement effect leads to a downward deflection of the surface streamlines
upstream of the horizontal tailplane. The flow is locally accelerated around the
sting, resulting in the low surface pressure region around the widest area of
the vertical portion. Near the tailplane leading edge root and above the upper
side of the tailplane, an upward bend and a stronger curvature of the surface
streamlines can be observed in the presence of the sting.

(a) WBT0d configuration (b) WBT0ssd configuration

Fig. 2. cp and surface streamlines at the rear fuselage of the CRM and the sting.

The difference of the surface pressure coefficient Δcp on the fuselage caused
by the support system is shown in Fig. 3. An increase in local pressure, both
upstream and downstream of the area where the sting enters the fuselage is
clearly visible. This can be attributed to decelerated flow in these areas. Fur-
thermore, Δcp on the fuselage’s surface is reduced in the region of accelerated
flow near the widest point of the sting. The positions of these regions are in
agreement with those of Waldmann et al. [16] at lower angles of attack but show
a slightly larger magnitude. In addition, the pressure coefficient is increased near
the leading edge of the horizontal tailplane when the support system is included.
This is due to the reduction of the local flow field angle upstream of the tailplane,
which is considered further below.

Figures 4 and 5 visualize the difference of the local flow field angle ξ between
the cases with and without the wind tunnel support system. A plane at
η = 10.7% of wing semi-span η = y/b and a plane upstream of the tailplane and
parallel to its leading edge are examined, respectively. The angle ξ is defined with
respect to the horizontal inflow direction, i.e. ξ = arctan (w/u). Generally, Fig. 4
implies that the deflection is directed upward above the sting and downward
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Fig. 3. Pressure difference due to the support system, Δcp = cp,WBT0ssd − cp,WBt0d .

below it. This is also indicated by the surface streamlines on the horizontal sting
portion in Fig. 2 b). More precisely, the flow displacement due to the sting vol-
ume decreases the local flow angle below the sting’s spanwise widest point, which
includes the flow volume interacting with the tailplane. In the same manner, the
flow above the widest point is deflected upwards. ξ is decreased by approxi-
mately 2◦ upstream of the tailplane leading edge in the section shown in Fig. 4.
This tendency can be observed over the entire half span in Fig. 5. Except in a
small region of positive Δξ at approximately 25% of the halfspan, the tailplane
encounters a decrease of the inflow angle. The strongest downward deflection of
the flow can be observed near the fuselage surface and, with increasing absolute
value, toward the tailplane tip. In the tip region, ξ is decreased by approximately
2◦ in a large area above the tailplane. From this follows a decrease in the local
angle of attack throughout the tailplane halfspan and thus a lower lift coefficient.
The flow over the tailplane is attached in both cases except for a small separa-
tion bubble near the leading edge in the tip region. This small separation has no
significant impact on the tailplane loads. These loads as well as the overall lift
and the airplane’s pitching moment are examined in Sect. 3.3.

Fig. 4. Increment of the local flow field angle Δξ = ξWBT0ssd − ξWBTd at η = 10.7%.
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Fig. 5. Increment of the local flow field angle Δξ = ξWBT0ssd − ξWBT0d parallel to the
htp leading edge.

3.2 Far Field Effects

Figure 6 compares the wake sizes of the two configurations using isolines of the
mean streamwise velocity u/u∞ = 0.9. Three planes of constant x/cref are con-
sidered, starting near the trailing edge at x/cref = 6 up to x/cref = 9. The
location of these slices is indicated in the bottom center of Fig. 6. The wake
extent at x/cref = 6 in the vicinity of the inboard wing trailing edge shows only
minor differences between the two configurations. When progressing to the two
downstream planes, the influence of the sting shifts the upper edge of the wake
upwards for spanwise positions between η = 0 and 0.2. In the middle stream-
wise slice at x/cref = 7.5, the lower edge of the wake is shifted downwards in
the WBT0ssd configuration. This effect is visible up to a spanwise coordinate of
η = 0.45. The most downstream wake plane at x/cref = 9 shows an increased
downward shift of the lower limit of the wake from η = 0 to η = 0.45 in compar-
ison to the medium wake position. Further outboard the differences in the wake
diminish in all regarded planes. This trend of increasing wake size, especially by
shifting the lower wake boundary, is in agreement with the aforementioned far
field influence of the sting. While the upper wake edge shows no displacement of
the wake except near the sting, the downward deflection of the flow by the wind
tunnel support system affects the lower wake edge, which is shifted downwards
as the downstream position increases. Effectively, the sting’s presence slightly
slows down the flow in front of it, thereby widening the wake. The sting’s loca-
tion shifts the overall wake slightly downward. This effect vanishes upstream
toward the wing and with increasing spanwise position, i.e. the far field effect is
of rather limited spatial extent. Consequently, no such effect can be detected in
the vicinity of the wing. The flow separation on the wing and its lift therefore
do not show any major influence from the support system.
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Fig. 6. Wake extent in streamwise planes at x/cref = 6, 7.5, 9 with lines of u/u∞ = 0.9.
Fuselage, wing, tailplane and sting in grey.

3.3 Forces and Moments

The local downward deflection caused by the sting in the tailplane’s vicinity
is associated with decreased lift, as a consequence of the decreased angle of
attack of the tailplane. The distributions of CL over the tailplane span are shown
in Fig. 7. The absolute difference between the two cases increases towards the
horizontal tailplane’s tip. At the same time, the variance of the tailplane lift is
consistently higher in the presence of the sting. This results from the downward
deflection of the turbulent wake depicted in Fig. 5. As a result, more of the
incoming turbulent structures flow toward the tailplane and impinge load. Even
though the mean load is decreased by the sting, the fluctuations and therefore
the dynamic tailplane loads grow. This is consistent with the observation that
load fluctuations are not due to flow separation on the tailplane, but result
exclusively from inflow turbulence.
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Fig. 7. Spanwise distributions of lift coefficient cl(η) on the horizontal tailplane. Dashed
lines denote the variance, corresponding to the right-hand axis.
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Time-averaged forces and moments of the two configurations under consider-
ation as well as the experimental values are shown in Table 2. The experimental
data does not include forces separated into wing and tailplane contributions,
and the total aircraft lift coefficients differ only little. While the WBT0d con-
figuration overpredicts the overall lift CL, it is underpredicted by the WBT0ssd
configuration. The differences in CL,wing are of a comparably small magnitude.
The more pronounced difference in CL,HTP cannot be evaluated in terms of accu-
racy due to lack of experimental data, it is however possible to use the pitching
moment CMy in its stead. While the WBT0d configuration overpredicts the nose
down pitching moment CMy by 25%, the WBT0ssd underpredicts it by about
16%. This indicates that slightly better agreement with the experimental values
of the pitching moment can be achieved when considering the wind tunnel sup-
port system. However, it also indicates that the pitching moment is sensitive to
the CFD modeling setup. The drag coefficient CD decreases slightly when the
support system is present, which can be attributed to the decreased lift forces
acting on both the wing and the tailplane.

Table 2. Time-averaged forces and moments at α = 18◦ with and without sting.

CL CL,wing CL,HTP CD CMy

Experiment 1.078 n/a n/a 0.3276 −0.159

WBT0d 1.09 0.785 0.321 0.336 −0.199

WBT0ssd 1.07 0.775 0.286 0.331 −0.132

4 Conclusions

The above results and discussion showcase and quantify the influence of the
wind tunnel support system on the wake of the CRM in post stall at α = 18◦. In
order to evaluate possible errors when neglecting the wind tunnel mounting in
numerical simulations, its effect on the surface pressure coefficient, on the flow
in the vicinity of the tailplane and on the entire separated wake emanating from
the wing were investigated. Furthermore, the effect of the support system on the
forces and moments acting at the airplane as well as the comparison to wind
tunnel data is part of this investigation.

The impact in the near field of the wind tunnel support system is due to the
displacement effect of the sting which reduces the angle of inflow in the entire
tailplane region and alters the pressure distribution on the fuselage surface.
This near field effect leads to a decrease in tailplane lift over the entire span.
A far field effect of the sting upstream toward the wing cannot be observed as
the wake size in the wing region and the wing’s lift remains largely unchanged
when comparing both configurations. Further downstream, the lower edge of
the wake is shifted downwards due to the model mounting, the overall wake
extent in vertical direction is increased. This brings about an increase of the
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tailplane’s lift fluctuations due to stronger impingement of the propagated wake
turbulence onto its surface. In terms of the overall forces and moments, taking
into account the wind tunnel support system leads to a slightly better accordance
of all values with the experiment. The overall lift shows a slight decrease when
considering the wind tunnel support system, which also leads to a decrease of
the overall drag. Furthermore, the decrease of the tailplane lift leads to a lower
nose down pitching moment. These small improvements come at the expense of
the meshing effort and increase the simulation time due to the rising number of
grid points. However, if the flow field near the aircraft’s tail is to be investigated,
a consideration of the wind tunnel mounting system is recommended because of
the sting’s deflection of the flow in this area of the wake. A more detailed study
on the changing interaction of wake turbulence with the tailplane boundary layer
is part of future research.
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Abstract. Unsteady CFD simulations of vertical “1-cos” gusts interact-
ing with the DLR-F15 airfoil at transonic flow conditions are analyzed.
The scope of the work is to assess the applicability of the simplified Dis-
turbance Velocity Approach (DVA) for gust simulation, which is imple-
mented in the CFD code TAU. While the DVA covers the interaction
of the gust with the airfoil, it neglects the effect of the airfoil and the
flow around the airfoil on the gust. Simulations where the gust and all
interactions are resolved within the flow field are used to evaluate the
accuracy of the DVA. Gust wavelength and angle of attack are varied
to ensure a reliable assessment of the DVA. Lift, pitching moment, and
shock position can be accurately determined by the DVA. At higher
angles of attack and a small gust wavelength, the DVA’s drag history
shows deviations which should be taken into account. Overall, the DVA
provides suitable results with respect to the resolved gust simulations.

Keywords: Aircraft aerodynamics · CFD · Gust loads

1 Introduction

In cruise flight aircraft encounter atmospheric disturbances like gusts which
directly affect passenger comfort and structural loads. In order to diminish the
negative impact of gusts on the aircraft, the development of gust load alleviation
concepts becomes important. This requires accurate and industrially applicable
simulation methods to determine the effect of atmospheric gusts on aircraft aero-
dynamics and structural loads. The accuracy of methods based on potential flow
theory, like the unsteady vortex lattice or the doublet-lattice method (DLM) is
limited, especially in cruise flight, since they neglect transonic and viscous effects
[1]. A transonic correction can be applied to the DLM using specific weighting
factors or results based on wind tunnel tests or CFD simulations [2]. Complete
coverage of the effects mentioned above is possible when utilizing CFD, which
makes it a suitable approach for the analysis of gust interaction. The high-
est accuracy when simulating gust interaction with CFD is achieved when the
gust is resolved and propagated within the flow field. This method is called the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
A. Dillmann et al. (Eds.): STAB/DGLR Symposium 2020, NNFM 151, pp. 14–23, 2021.
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Resolved Atmosphere Approach (RAA) [3]. It covers both the impact of the gust
on the aircraft as well as the impact of the aircraft on the gust [4]. The main
drawback of this method is the high computational effort due to the fine mesh
resolution needed to reduce numerical dissipation and dispersion effects during
the propagation of the gust. This limits the industrial application. Therefore,
simplified methods for gust interaction simulation in CFD like the split veloc-
ity method [5] or the Disturbance Velocity Approach (DVA) [4] were developed
where the latter is used within this work. The DVA enables the usage of stan-
dard CFD grids without any special refinement, but covers only the influence of
the gust on the aircraft. Different to the RAA, the effect of the aircraft on the
gust is neglected within the DVA. Hence, the question arises to what extend the
DVA is applicable for gust interaction simulation.

Both RAA and DVA were implemented into the flow solver TAU [6] by
Heinrich and Reimer [4]. They provide a first assessment of the accuracy of the
DVA compared to the RAA by analyzing the lift history of two consecutive
NACA 0012 airfoils and an aircraft configuration encountering vertical “1-cos”
gusts of different wavelengths at sub- and transonic speeds [3,4]. For subsonic
flow conditions these investigations were extended in [7] where vertical “1-cos”
gusts interact with a single airfoil. Gust wavelength, angle of attack, and airfoil
shape were varied. These studies show that for gust wavelengths larger than the
chord length the DVA provides suitable results. At subsonic speeds the pitching
moment turned out to be the most critical parameter regarding the accuracy
of the DVA. The DVA is also applicable to airfoils or wings interacting with
broadband atmospheric turbulence at subsonic speeds, as shown in [8,9]. The
scope of the work at hand is to extend the investigations in [3,4,7] to a detailed
assessment of the applicability of the DVA to supercritical airfoils at transonic
speeds. Compared to the NACA 0012 airfoil investigated in [4], the DLR-F15 air-
foil [10] used within this work is representative of supercritical airfoils designed
for transonic flow conditions. The utilization of an airfoil compared to a full
aircraft configuration enables the assessment of specific effects occurring at a
wing section which influence the accuracy of the DVA. Lift, drag, and pitching
moment history resulting from CFD simulations of the DLR-F15 airfoil encoun-
tering a vertical “1-cos” gust are evaluated. For different gust wavelengths and
angles of attack the results of the DVA are compared to the RAA results in order
to assess the applicability of the DVA.

2 Numerical Methods and Setup

The numerical approach, as well as mesh generation, follows Müller et al. [7]. Fur-
ther details can be found there. The finite volume Navier-Stokes solver TAU [6]
is applied for the CFD simulations within this work. The solver developed by the
German Aerospace Center (DLR) provides a second order accuracy in time and
space. In order to represent atmospheric gusts in CFD simulation the Resolved
Atmosphere Approach and the Disturbance Velocity Approach are used. A
detailed description of RAA and DVA can be found in [3,4]. The RAA rep-
resents the physically accurate reference for gust interaction simulation in CFD.
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Here, modified unsteady far field boundary conditions are used to feed the gust
into the flow field. At these boundary conditions the far field velocity at each cell
is dependent on time and space, with the disturbance velocities u′ of the gust
added to the mean velocity of the flow [4]. After being fed into the flow field the
gust is fully resolved and propagated within the flow field.

Within the DVA the time dependent disturbance velocities u′ are treated
similar to grid velocities. At each cell u′ is added to the flux balance by super-
position. With the convection across the cell interfaces changed from u − ub to
u − ub − u′, where ub is the velocity of the boundary of a control volume [4],
the continuity equation changes to

d

dt

∫

V

ρ dV +
∮

S

ρ(u − ub − u′) · n dS = 0. (1)

Within this work the supercritical DLR-F15 airfoil [10] interacting with a ver-
tical “1-cos” gust is evaluated. The flow conditions correspond to transonic cruise
flight at 35, 000 feet with Mach number M = 0.74, angle of attack α = 1.1◦, and
Reynolds number Re = 20.2 · 106 with respect to the chord length c of the airfoil.
The amplitude of the vertical “1-cos” gust is set to Agust = 10m/s. The result-
ing vertical gust velocity w, as a function of the gust wavelength λ, is defined
according to the EASA certification specification CS 25.341 as

w(x) =
Agust

2

[
1 − cos

(
2πx

λ

)]
with 0 ≤ x ≤ λ. (2)

In order to evaluate the accuracy of the DVA at transonic cruise flight condi-
tions two parameters are varied within this work. First, the gust wavelength λ
is varied at a constant angle of attack of α = 1.1◦. λ is set to λ = c, λ = 2c, and
λ = 4c. Second, the angle of attack is changed to α = 0◦ and α = 2.2◦ with a
constant gust wavelength λ = c. At all cases unsteady RANS simulations are
performed. The Spalart-Allmaras turbulence model is applied. Within the dual
time-stepping approach of TAU, 250 inner iterations per time step are used with
a physical time step size of Δt/tref = 0.005. The reference time tref = c/u∞
is the time a gust needs to travel a distance of one chord length. u∞ denotes
the freestream velocity. Similarly to [7], the Chimera overset grid method is
used to represent different angles of attack within the RAA and DVA simula-
tions. This results in a background grid and a separate airfoil grid. The airfoil
grid is fully structured and identical for both RAA and DVA simulation in
order to avoid any numerical differences. Due to the transonic flow regime a
shock is present on the upper side of the airfoil. To ensure the correct reso-
lution of the shock the number of points on the airfoil surface is increased in
this region. The chordwise position of the refined shock region is adapted to
the local shock position for each individual angle of attack. It is also ensured
that the shift in the shock position due to the gust interaction is covered by
the refined region. The boundary layer is resolved and y+ < 1 is ensured.


