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Preface

In his best-selling book Baby and Child Care, Dr. Benjamin Spock wrote ‘I think it is
preferable to accustom a baby to sleeping on his stomach from the beginning if he is
willing’. This statement was included in most editions of the book, and in most of the
50 million copies sold from the 1950s into the 1990s. The advice was not unusual, in
that many pediatricians made similar recommendations at the time.

During this same period, from the 1950s into the 1990s, more than 100,000 babies
died of sudden infant death syndrome (SIDS), also called crib death in the United
States and cot death in the United Kingdom, where a seemingly healthy baby goes to
sleep and never wakes up.

In the early 1990s, researchers became aware that the risk of SIDS decreased by
at least 50% when babies were put to sleep on their backs rather than face down.
Governments in various countries launched educational initiatives such as the Back
to sleep campaigns in the United Kingdom and the United States, which led to an
immediate and dramatic drop in the number of SIDS deaths.

While the loss of more than 100,000 children would be unspeakably sad in any
event, the real tragedy lies in the fact that many of these deaths could have been pre-
vented. Gilbert et al. (2005) write

Advice to put infants to sleep on the front for nearly half a century was contrary to
evidence available from 1970 that this was likely to be harmful. Systematic review of
preventable risk factors for SIDS from 1970 would have led to earlier recognition of the
risks of sleeping on the front and might have prevented over 10,000 infant deaths in the
UK and at least 50,000 in Europe, the USA and Australasia.

AN ETHICAL IMPERATIVE

This example is one of several cited by Sir Iain Chalmers in a talk entitled The scan-
dalous failure of scientists to cumulate scientifically (Chalmers, 2006). The theme of
this talk was that we live in a world where the utility of almost any intervention will be
tested repeatedly, and that rather than looking at any study in isolation, we need to look
at the body of evidence. While not all systematic reviews carry the urgency of SIDS, the
logic of looking at the body of evidence, rather than trying to understand studies in
isolation, is always compelling.

Meta-analysis refers to the statistical synthesis of results from a series of studies.
While the statistical procedures used in a meta-analysis can be applied to any set
of data, the synthesis will be meaningful only if the studies have been collected
systematically. This could be in the context of a systematic review, the process of
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systematically locating, appraising, and then synthesizing data from a large number of
sources. Or, it could be in the context of synthesizing data from a select group of stud-
ies, such as those conducted by a pharmaceutical company to assess the efficacy of a
new drug.

If a treatment effect (or effect size) is consistent across the series of studies, these
procedures enable us to report that the effect is robust across the kinds of populations
sampled, and also to estimate the magnitude of the effect more precisely than we could
with any of the studies alone. If the treatment effect varies across the series of studies,
these procedures enable us to report on the range of effects, and may enable us to
identify factors associated with the magnitude of the effect size.

FROM NARRATIVE REVIEWS TO SYSTEMATIC REVIEWS

Prior to the 1990s, the task of combining data from multiple studies had been primarily
the purview of the narrative review. An expert in a given field would read the studies
that addressed a question, summarize the findings, and then arrive at a conclusion –
for example, that the treatment in question was, or was not, effective. However, this
approach suffers from some important limitations.

One limitation is the subjectivity inherent in this approach, coupled with the
lack of transparency. For example, different reviewers might use different criteria
for deciding which studies to include in the review. Once a set of studies has been
selected, one reviewer might give more credence to larger studies, while another gives
more credence to ‘quality’ studies and yet another assigns a comparable weight to all
studies. One reviewer may require a substantial body of evidence before concluding
that a treatment is effective, while another uses a lower threshold. In fact, there are
examples in the literature where two narrative reviews come to opposite conclusions,
with one reporting that a treatment is effective while the other reports that it is
not. As a rule, the narrative reviewer will not articulate (and may not even be fully
aware of) the decision-making process used to synthesize the data and arrive at a
conclusion.

A second limitation of narrative reviews is that they become less useful as more
information becomes available. The thought process required for a synthesis requires
the reviewer to capture the finding reported in each study, to assign an appropriate
weight to that finding, and then to synthesize these findings across all studies in the
synthesis. While a reviewer may be able to synthesize data from a few studies in their
head, the process becomes difficult and eventually untenable as the number of stud-
ies increases. This is true even when the treatment effect (or effect size) is consistent
from study to study. Often, however, the treatment effect will vary as a function of
study level covariates, such as the patient population, the dose of medication, the
outcome variable, and other factors. In these cases, a proper synthesis requires that
the researcher be able to understand how the treatment effect varies as a function of
these variables, and the narrative review is poorly equipped to address these kinds of
issues.


