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Preface

This volume contains expanded versions of research papers presented at the
international sessions of Annual Conference of the Japanese Society for Artificial
Intelligence (JSAI), which was held online on June 2020. The JSAI annual con-
ferences are considered key events for our organization, and the international
sessions held at these conferences play a key role for the society in its efforts to
share Japan’s research on artificial intelligence with other countries. In recent years,
AI research has proved of great interest to business people. The event draws both
more and more presenters and attendees every year, including people of diverse
backgrounds such as law and the social sciences, in additional to artificial intelli-
gence. We are extremely pleased to publish this collection of papers as the research
results of our international sessions.

The 2020 JSAI Annual Conference drew a record number of contributions,
including 85 submissions for the international session, surpassing the number for
the previous year. Contributors selected topics from the five categories of machine
learning, human interface and education aid, knowledge engineering, agents, and
robots and real worlds, with half of these pertaining to machine learning. The
papers are selected for presentation at the international sessions over a period of two
months, which at least two reviewers screen each paper. In the second phase of the
review process, the chosen papers are once again evaluated for originality, signif-
icance, and quality. The final twenty-four are included in this book. All are original
and high quality, and represent key contributions to AI research.

We would like to extend our deepest appreciation to President Itsuki Noda, Vice
President Koji Morikawa (General Chair of JSAI2020), Ex-President Naohiko
Uramoto, and Executive Committee Chair Akisato Kimura, as well as to the JSAI
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administrative staff and Springer publishing staff for their tremendous assistance on
this project. We would also like to thank the authors of the papers contained in this
book and all international session contributors.

Katsutoshi Yada
Chief Editor

January 2021

Daisuke Katagami
Program Chair, JSAI 2020

Takayuki Ito
Yasufumi Takama

Eri Sato-Shimokawara
Akinori Abe

Junichiro Mori
Naohiro Matsumura

Hisashi Kashima
International Program Committee, JSAI 2020
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A Node Classification Approach
for Dynamically Extracting the
Structures of Online Discussions

Shota Suzuki1(B), Takayuki Ito2, Ahmed Moustafa1, and Rafik Hadfi1

1 Nagoya Institute of Technology, Gokiso-cho, Showa-ku,
Nagoya-shi, Aichi-ken 466-8555, Japan
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2 Kyoto University, Yoshida Honmachi, Sakyo-ku,
Kyoto-shi, Kyoto-fu 606-8501, Japan
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Abstract. Online discussion platforms require extracting the discussion
structure in order to support understanding the flow of these discussions.
Towards this end, this paper proposes an approach that performs node
classification which is the first step towards extracting the structure of
online discussions. In this regard, the proposed approach employs a graph
attention network (GAT) in order to directly learn the discussion struc-
ture. In specific, the GAT, which is a type of graph neural networks
(GNNs), encodes the graph structures directly. In addition, the GAT,
which is based on attention architecture, is able to deal with different
graph structures. In order to evaluate the proposed approach, we have
conducted a set of experiments on the persuasive essay dataset that is
styled using the issue-based information system (IBIS). The experimen-
tal results show that the proposed approach is able to classify the nodes
in online discussion structures accurately.

Keywords: Agent · Deep learning · Facilitation · Natural language
processing · Online discussion

1 Introduction

Online discussion support systems have received great attention because they
are the next generation approaches for open and public citizen forums [10–
12,17,22,28]. In this regard, intelligent consensus-building support systems,
namely, COLLAGREE [10,11,22,28] and D-Agree [12] are developed and
employed in several real-world experiments. In this context, COLLAGREE and
D-Agree had provided support functions for human facilitators who coordinate,
lead, integrate, classify, and summarize discussions in order to reach consensus.
In their experiments, the consensus-building support systems successfully gath-
ered many more opinions than comparable meetings and made the participants
recognize the importance of facilitators.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
K. Yada et al. (Eds.): JSAI 2020, AISC 1357, pp. 1–12, 2021.
https://doi.org/10.1007/978-3-030-73113-7_1
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2 S. Suzuki et al.

In the fields of online discussions and facilitation, our ultimate goal is to
create an automated facilitation agent that takes the role of human facilitators.
This agent has several benefits such as reacting quickly, facilitating the ongoing
discussions in 24 h a day, and making fewer mistakes compared to human facil-
itators. Towards this end, we have developed the automated facilitation agent
that can facilitate online discussions in COLLAGREE and D-Agree.

The automated facilitation agent needs a function that extracts the struc-
tures of online discussions in order to understand the situations of these discus-
sions. Understanding the situations of online discussions enables the automated
facilitation agent to post facilitations that coordinate and enhance the discus-
sions. Although human facilitators can understand the situations by witnessing
the discussions, the automated facilitation agent cannot witness the discussions.
Hence, we address the problem of extracting the structures of online discussions.

The task of extracting online discussion structures consists of two subtasks
which are node classification and link prediction [27]. The first subtask of node
classification means classifying sentences which compose the submissions in
online discussions. On the other hand, the second subtask of link prediction
means predicting the relationships amongst classified nodes. In this paper, we
challenge the first subtask of node classification because node classification with
high accuracy results in link prediction with high accuracy.

Towards this end, we propose an approach that directly learns the graph
structure for node classification as opposed to the existing feature-based
approaches. The proposed approach employs a graph attention network (GAT)
[29] that is a kind of graph neural networks (GNNs). In this regard, GAT and
GNNs encode the graph structure directly using a neural network model. In
particular, the GAT can deal with different graph structures because it employs
attention mechanisms [1] unlike other GNNs. In this respect, the proposed app-
roach can address many kinds of graph structures created from natural language
texts.

In order to evaluate the proposed approach, we conduct a set of experiments
on the persuasive essay dataset [26] formatted into the issue-based information
system (IBIS) [15]. The IBIS is an approach for structuring online discussions.
The elements of the IBIS are issues that are stated in the form of a contro-
versial question, positions that are responses to an issue, and arguments that
are evidence offered to support or oppose a position. The experimental results
show achieving high F1 scores when classifying nodes into issues, positions, and
arguments. As a result, we conclude that the proposed approach which directly
learns the graph structure performs node classification well.

The remainder of this paper is organized as follows. In Sect. 2, we introduce
the related works in the fields of the GNNs and the GAT. In Sect. 3, we detail
the proposed approach which directly learns the graph structure with a GAT. In
Sect. 4, we explain the experimental setup on the dataset of persuasive essays.
In Sect. 5, we evaluate the experimental results. In Sect. 6, we discuss the clas-
sification performance of the proposed approach. In Sect. 7, we conclude this
paper.
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2 Related Works

2.1 Graph Neural Networks

GNNs encode graph structures directly using a neural network model. In this
regard, GNNs had originated from [24] which showed that neural networks can
deal with structured domains such as medical and technical diagnosis, molecu-
lar biology, chemistry, speech, text processing, and many others. In particular,
the research [24] pointed out that standard neural networks and feature-based
approaches are usually believed to be inadequate for dealing with complex struc-
tures represented as lists, trees, and graphs of variable sizes and complexities.
Also, the research [24] mentioned that the current neural networks do not allow
an efficient classification of structures of different sizes. In the attempts to adopt
those complex structures, [8] presented the first GNN that is capable of directly
processing graphs as opposed to feature-based approaches. In this respect, the
research [8] introduced that GNNs can extend recursive neural networks by
applying it on directed, undirected, labeled, and cyclic graphs. Particularly, the
research indicated that valuable information is lost when traditional machine
learning techniques try to cope with graphical data structures by a preprocess-
ing procedure that transforms the graphs into simpler representations such as
vectors or sequences of reals. Due to the lack of valuable information, these
traditional machine learning techniques may suffer from poor performance and
generalization. Besides, many approaches based on the GNNs such as a recur-
rent GNN [21], a convolutional GNN [3,9], a variational graph auto-encoder
[14], and a spatio-temporal graph neural network [23] were proposed in order to
promote performance and generalization in many fields of applications. In this
regard, these approaches based on the GNNs have proven to learn many kinds
of complex graph structures.

2.2 Graph Attention Network

The GAT [29] can deal with different graph structures because of its attention-
based architecture. On the other hand, the usual GNNs cannot deal with dif-
ferent graph structures because they compute the eigendecomposition of the
graph Laplacian, and their learned filters depend on the Laplacian eigenbasis in
encoding graph structures [13]. As an advantage of dealing with different graph
structures, the GAT achieved state-of-the-art performance across four estab-
lished graph-based benchmark datasets of Cora, Citeseer, Pubmed, and protein-
protein interaction (PPI). In particular, the results on the PPI dataset showed a
significant improvement in the performance. In this regard, the research pointed
out that the GAT has large predictive power by observing the entire neighbor-
hood.

Although the existing research [29] adopted the tasks in the fields of citation
network and biochemistry, the proposed approach tackles component classifica-
tion in the field of argument mining. Therefore, it is rich in originality that the
proposed approach performs a subtask in the field of argument mining. Besides,
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Table 1. A text formatted into the IBIS

Issue1 Are cultural identities issues for immigrants?

Issue2 What is required of immigrants to the country which adopted them?

Position1 Keeping the cultural traditions in the destination countries is
tremendous important

Argument1 They need a connection back to their country as well as teach their
children their value of origin

Argument2 Fail to create this familiarity makes them felt isolated, in the extreme
can lead to social disorder like autism

Issue3 What is required of immigrants to the country which adopted them?

Position2 Immigrants should follow the local customs in order to integrate into
their adopted countries’ cultures

h1 h′
1

h3h2 h4

α11

α12 α13

α
14

concatenate/average

Fig. 1. The single layer of the proposed approach

though the existing research [29] applied the GAT for semi-supervised learning,
the proposed approach applies the GAT for supervised learning for the com-
ponent classification. Hence, it has great value that the results show that the
proposed approach based on the GAT is also suitable for supervised learning.

3 The Proposed Approach

3.1 The Single GAT Layer

The GAT is a kind of graph neural networks (GNNs) which encode the graph
structure directly using a neural network. In particular, the GAT can deal with
different graph structures because of its attention mechanism. Following the
original study [29], the layer compute a linear combination of the features in
order to get the output of final features for every node:

h′
i = σ

⎛
⎝ ∑

j∈Ni

αijWhj

⎞
⎠
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Issue 1

Issue 2

Position 1

Argument 1 Argument 2

Issue 3

Position 2

G = (V,E)

V = {Issue 1, Issue 2, Issue 3, Position 1, Position 2,

Argument 1, Argument 2}
E = {(Issue 1, Issue 2), (Issue 2, Position 1),

(Position 1, Argument 1), (Position 1, Argument 2),

(Issue 1, Issue 3), (Issue 3, Position 2)

Fig. 2. The graph converted from the text

where σ is an activation function, Ni is first-order neighbors of node i including
a self loop, αij is a element of an attention weight vector, W is a weight matrix
for shared linear transformation, and hj is features of node j. αij is calculated
by the softmax function [7]:

αij =
exp(a(Whi,Whj))∑

k∈Ni
exp(a(Whi,Whk))

where a : R
F ′ × R

F ′ → R is an attention mechanism which calculates the
importance of node j’s features to node i’s features. For the final layer, the
proposed approach apply averaging of K independent attention mechanisms:

h′
i = σ

⎛
⎝ 1

K

K∑
k=1

∑
j∈Ni

αk
ijW

khj

⎞
⎠ .
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As a result, the single layer of the proposed approach is illustrated as shown in
Fig. 1.

3.2 Node Classification with Graph Attention Network

We propose an approach that directly learns the graph structure with the GAT.
First, the proposed approach converts a text that consists of its sentences and
their relations into a graph. Therefore, nodes of a graph correspond to sentences
of a text, links of a graph correspond to relations of a text. For instance, there
is a text formatted as the IBIS as shown in Table 1. In addition, the sentences
in the text have relations such as {Issue 1 ↔ Issue 2, Issue 2 ↔ Position 1,
Position 1 ↔ Argument 1, Position 1 ↔ Argument 2, Issue 1 ↔ Issue 3, Issue
3 ↔ Position 2}. And then, the proposed approach converts this text into the
graph as shown in Fig. 2.

Second, the proposed approach embeds each node into a vector in order to
build the features. In this regard, the proposed approach employs the below
features as referred to in study [26]:

– Lexical features are binary unigram and 2K most frequent dependency word
pairs.

– Indicator features are forward, backward, thesis, and rebuttal Indicators.
In addition, the features contain binary values if first-person Indicators are
present.

– Embedding features are word embeddings with the bidirectional encoder rep-
resentations from transformers (BERT) [5].

At last, the proposed approach directly learns the structure of the graph G
with supervised learning. In this regard, the proposed approach minimizes the
cross-entropy loss in order to tune the weights of the hidden states of the model
according to:

L = −
∑
i∈N

∑
c∈C

tic ln h′
ic

where N is the number of sentences in an text, C is the set of classes of nodes in
the IBIS ({Issue, Position, Argument}), e.g. {MajorClaim,Claim,Argument},
tic is ground truth of the i-th node and h′

ic is the output for the i-th node.

4 Experiments

4.1 Dataset

In order to evaluate the proposed approach, we conduct a set of experiments
on the dataset of persuasive essays [26] formatted into the IBIS. In this regard,
the dataset consists of 90 English texts. In order to evaluate the generalization
performance, we randomly split the dataset into training data, validation data,
and test data. The number of texts, the number of sentences, and the number
of tokens are shown in Table 2. In addition, the classes of the sentences in this
dataset are issues, positions, and arguments.
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Table 2. The number of texts, number of sentences, and number of tokens in train-
ing/validation/test datasets.

Training Validation Test

The number of texts 54 18 18

The number of sentences 1,238 420 413

The number of tokens 15,359 5,216 5,009

Average sentences/text 22.93 23.33 22.94

Average tokens/sentence 12.41 12.42 12.13

Table 3. The parameters for the proposed approach

The number of the GAT layers 2

The number of a layer dimensions 256

The dropout [25] rate of a GAT layer 0.1

The number of hidden attention heads 4

The number of output attention heads 4

The dropout [25] rate of an attention layer 0.1

4.2 Model Settings

In order to perform node classification with directly learning graph structures,
we implement the proposed approach in Python. In this regard, we employ the
PyTorch [18] which is an open-source machine learning framework that accel-
erates the path from research prototyping to production deployment. Besides,
we adopted the deep graph library [30] which is a Python package built for
easy implementation of graph neural network models family, on top of the exist-
ing deep learning frameworks such as PyTorch, MXNet, Gluon, and so on. In
addition, we adopt the stochastic gradient descent [20] as an optimizer and
the stochastic gradient descent with warm restarts (SGDR) [16] as a method
for adjusting the learning rate. Moreover, the representative parameters of the
model are shown in Table 3, and the representative parameters for training the
model are shown in Table 4.

Table 4. The parameters for training the proposed approach

Epochs 2000

Batch size 18

Learning rate 0.001

Momentum for the SGD 0.9

The number of first restart for the SGDR 200
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Table 5. The results of experiments

Issues Positions Arguments

P R F P R F P R F

SVM 1.000 0.630 0.773 1.000 0.196 0.327 0.680 1.000 0.809

RF 0.967 0.967 0.967 0.897 0.380 0.534 0.798 0.983 0.881

GB 0.968 1.000 0.984 0.737 0.609 0.667 0.860 0.908 0.883

MLP 0.979 1.000 0.989 0.654 0.761 0.704 0.906 0.838 0.871

The proposed approach 0.936 0.957 0.946 0.910 0.880 0.895 0.978 0.983 0.980

4.3 Baselines

The proposed approach is compared with several baselines of the existing feature-
based approaches. Particularly, we perform the same task with four machine
learning approaches such as support vector machine (SVM) [4], random forest
(RF) [2], gradient boosting (GB) [6], and multilayer perceptron (MLP).

4.4 Evaluation Methods

We evaluate the proposed approach and the baselines with the values of precision,
recall, and F1 score [19]. In this regard, F1 score is the harmonic average of
precision and recall:

F1 Score =
2

1
Precision + 1

Recall

.

5 Results

The results of the experiments are shown in Table 5. The results show that the
proposed approach achieves F1 score values of 0.946 in issues classification, 0.895
in positions classification, 0.980 in arguments classification.

To summarize, the results show that the proposed approach which directly
learns the graph structure performs node classification well. Particularly, the
results of classifying nodes into positions and arguments show the higher F1
score value than the baselines. In this regard, this result is attributed to the
fact that the proposed approach learns the graph structures. Particularly, the
proposed approach is useful for classifying nodes into positions because the nodes
of positions have relations with both of the nodes of issues and arguments. On
the other hand, the results of classifying nodes into issues show a little lower
F1 score value than the baselines of the RF, GB, MLP. Therefore, we should
employ features that are efficient for the proposed approach in order to classify
nodes into issues more accurately.
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Fig. 3. Confusion matrix.

Table 6. The result of feature ablation.

Features Issues Positions Arguments

P R F P R F P R F

All 0.936 0.957 0.946 0.910 0.880 0.895 0.978 0.983 0.980

All - Indicator 0.945 0.935 0.940 0.880 0.880 0.880 0.974 0.978 0.976

All - Lexical 0.926 0.946 0.935 0.886 0.848 0.867 0.970 0.978 0.974

All - Embedding 0.659 0.630 0.644 0.500 0.163 0.246 0.742 0.956 0.836

6 Discussion

6.1 Performance for Classifying Each Type of Node

In order to analyze the classification performance of the proposed approach,
Fig. 3 shows the confusion matrix of the experimental results in Sect. 5. Figure 3
indicates that the proposed approach classifies issue and argument nodes almost
exactly. In contrast, there is room for improvement in classifying claim nodes. In
order to improve the performance more, it is required for the proposed approach
to employ additional efficient features for node classification.

6.2 Feature Ablation Study

We examine which feature is efficient for node classification with a set of feature
ablation experiments. In this respect, we except one of three kinds of features
and conduct experiments with the rest features. The results of the ablation
experiments are shown in Table 6. Table 6 demonstrates that the embedding
feature is the most efficient one of three kinds of features. On the other hand, the
indicator feature and the lexical feature improve the classification performance
of the proposed approach a little.
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Table 7. An example text and the outputs of the proposed approach.

Text Prediction Ground truth

What is the role of technology in tradition? Issue Issue

How can technology help traditional cultural heritage? Issue Issue

Technology enriches the way of displaying traditional
cultural heritage, making it more vivid and appealing

Position Position

China has successfully promoted traditional techniques in
the Shanghai World Expo, using a variety of state-of–the-art
technological methods, such as robots and LED screens

Argument Argument

Many tourists around the world marveled at the perfect
synthesis of the modern technology and the traditional
culture

Argument Argument

Technology plays a key role in promoting traditional
techniques and lifestyles

Position Position

What is the possible problem that technology bring for
tradition?

Issue Issue

Technology may have a detrimental effect on the traditional
lifestyles

Position Position

People, especially youngsters, are crazier about fresh and
advanced things, such as digital products, thus becoming
indifferent to traditional techniques

Argument Argument

People tend to follow the trend back to the tradition in the
recent years

Argument Argument

What can technology do for tradition techniques and
lifestyles?

Issue Issue

Technology supports the preservation and promotion of
traditional techniques and lifestyles

Position Position

Only when traditional culture is integrated with the modern
technology can it be developed in the long run

Argument Argument

What do you think about the opinion that technology will
destroy the tradition?

Issue Issue

Their concern is groundless Issue Position

6.3 Case Study

In order to validate the proposed approach, we observe the outputs of the pro-
posed approach. Table 7 shows an example text and the outputs of the proposed
approach. We confirmed that the proposed approach classified all issue nodes
and all argument nodes accurately. On the other hand, the proposed approach
classified a position node of “Their concern is groundless.” into an issue node.
The additional efficient features would help the proposed approach classify the
node accurately.
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7 Conclusion and Future Work

This paper proposes a novel approach that classifies discussion nodes via directly
learning the graph structures. In this regard, the proposed approach employs a
special type of graph neural network, namely, graph attention network. In order
to evaluate the proposed approach, a set of experiments has been conducted
on the persuasive essay dataset that was formatted into IBIS structure. The
experimental results show higher F1 scores when classifying nodes into posi-
tions and arguments as compared to other approaches. Future work is set to
improve the accuracy of the issue nodes classification. In addition, devising effi-
cient approaches for link prediction is also set for future work.
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Abstract. Providing accessibility information about sidewalks for people with
difficulties with moving is an important social issue. Visualizing road surface
conditions to show the accessibilities of the road is effective for this issue. How-
ever, conventional methods of collecting huge area accessibility information are
based on manpower and have the problem of the large costs of time and money.
To solve this problem, we have been proposing and implementing a system for
estimating road surface conditions by machine learning with measured values of
an acceleration sensor attached to wheelchairs. This paper examined the appropri-
ateness of reconstruction errors which are calculated by Convolutional Variational
AutoEncoder to assess the degree of road burden suitable for each user. The eval-
uation was conducted by calculating reconstruction errors from the traveling data
of 14 wheelchair users and creating a map that reflects the information of the cal-
culated errors. The evaluation results suggest that reconstruction errors can reflect
the degree of the burden on each wheelchair user during traveling.

Keywords: Variational autoencoder · Convolutional neural network · Sidewalk
accessibility · Human activity recognition

1 Introduction

Ensuring the accessibility of the sidewalk is an important social issue for supporting
the mobility of the elderly and the mobility impaired, such as wheelchair users. One
solution to this issue using information and communication technologies is to develop
an accessibility map as an extensive geographic information system (GIS) that provides
accessibility information on sidewalks [1, 2]. The personalized accessibility map (PAM)
was also proposed as an optimal route navigation system for each user with difficulties in
moving [3]. The basic idea of these systems is collecting and digitizing road conditions
as accessibility information and visually providing the collected information to users.
This paper, hereafter, calls whole process of this idea ‘visualization’.
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The main problem to be solved for the visualization is a large-scale data collection of
sidewalk accessibility information. Conventional methods of the data collection are as
follows: experts evaluate each case from images taken of sidewalks [4], and cooperator
evaluate sidewalks by crowdsourcing [5, 6]. These methods are based on manpower and
have a problem that collecting large-scale information is difficult because of the time
andmoney costs. Recently, due to the further development of intelligent gadgets, such as
smartphones and wristwatch-shaped vital sensors, the ability to sense human activities
is improving [7, 8]. To solve the problems above, we have proposed and implemented a
system for estimating and classifying road surface conditions by using machine learning
from the measured values of acceleration sensors attached to wheelchairs [9–13]. These
methods have the difficulty of preparing enough labeled acceleration data and collecting
many acceleration data for various road surface irregularities which are difficult for
wheelchair users to travel, such as curbs and tactile blocks on the road. This paper uses
Convolutional Variational AutoEncoder (CVAE), which has the advantage to detect
anomalies even when labeled training data is none or low and anomaly data is low and
imbalance. We examine whether the reconstruction error calculated by CVAE can be
used as the degree of road burden onwheelchair users and try to provide road information
suitable for each user.

2 Related Work

High-resolution satellite images were used for land cover classification according to
the physical condition of the ground surfaces such as agricultural land, grazing land,
and barren areas [14–16]. Eriksson et al. applied a simple machine learning approach
to detect potholes on road surfaces using accelerometer and geographical positioning
system (GPS) sensor data of taxies [17]. Allouch et al. appliedmachine learning to detect
depressions in road surfaces using the accelerometer and gyroscope data of vehicles
[18]. Abnormal traffic conditions in cities were detected using rich sensor data such
as accelerometer, GPS, and voice data from smartphones [19, 20]. These methods can
recognize large areas such as agricultural lands or roadways, but it is difficult to recognize
conditions on sidewalks.

AutoEncoder (AE) is used for anomaly detection such as detection of anomaly
events in video data [21], detection of breast cancer nuclei in medical images [22], and
classification of human activities by using data with smartphones and wearable sensors
[23, 24]. Generative Adversarial Network (GAN) is used for anomaly detection such as
time-series sensor data [25] and real-world cyber-physical systems [26].Metric Learning
is used for anomaly detection from hyperspectral images [27]. Various models are used
for anomaly detection, and Variational AutoEncoder (VAE) is used as well. VAE is good
at modeling data uncertainty and detecting anomalies by mapping the characteristics of
training data to the distribution of latent variables. VAE is used for anomaly detection
such as daily activities [28], electrocardiogram [29], and multimodal sensory signals in
combination with LSTM [30]. To the best of our knowledge, no research examines that
the reconstruction error calculated by CVAE can be used as the degree of road burden
for wheelchair users.
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3 Overview of the Proposed Method

3.1 Acquisition of Wheelchair Sensing Data

Wheelchair sensing data used in this study is acceleration data of wheelchair users
traveling about 1.4 km around Yotsuya Station in Tokyo (Route 1). The wheelchair
users who participated in the experiment were six manual wheelchair users and three
electric wheelchair users. The acceleration sensor (iPod touch) was attached under the
wheelchair seat. Wheelchair users traveled Route 1 three laps. On the second lap, they
traveled in the opposite direction from the first and third laps. Acceleration data were
sampled in three directions of x, y, and z-axis at 50 Hz, and acceleration samples of about
7.5 h were obtained. To confirm the situations of the location where the acceleration
samples were obtained, videos of the condition of wheelchair users and the road were
taken during the experiment.

3.2 AutoEncoder and the Reconstruction Error

The AE compresses input data into small feature vectors and outputs reconstructed
data which are similar to the input data. AE learns to minimize the errors between the
reconstructed data and the input data. Data that resembles a lot of learned data can be
accurately reconstructed. Conversely, data that does not resemble a lot of learned data are
not accurately reconstructed. CVAE is a network in which the input data is convoluted
into a latent variable z by the encoder; z is made into a standard normal distribution and
deconvoluted by the decoder.

In this paper, the kernel size (number of feature maps) of the encoder is 5 × 1 (50),
5 × 1 (40), 3 × 1 (20), and the maximum pooling is 1 × 2, 1 × 2, 1 × 1. The kernel
size of the decoder is 3 × 1 (20), 5 × 1 (40), 5 × 1 (50), 3 × 3 (1), and the upsampling
is 1 × 1, 1 × 2, 1 × 2. The activation function is ReLU function. In the output layer,
the reconstructed acceleration data is output linearly by using a Linear function. Adam
is used for training the network, and the mean squared error is used as the loss function.

The CVAE model is created for each user. The acceleration data of eight of nine
users are used for the model training, and the reconstruction error is calculated from the
acceleration data of the remaining one. As a result, reconstruction errors corresponding
to each of the nine wheelchair users are obtained. The reconstruction error is the mean
squared error between the input and output data.

3.3 Visualizing Road Information

By using the reconstruction error and the corresponding location information, the infor-
mation of the reconstruction error is reflected on Google Map (hereinafter referred to
as the reconstruction error map). The color of plot points is determined by the ratio of
each reconstruction error value to the highest reconstruction error value in three laps.
Following the color bar shown in Fig. 1, the higher the ratio, the closer to red, and the
lower the ratio, the closer to blue.

Reconstruction error maps we created are as follows: a reconstruction error map for
each user (hereinafter referred to as map for each user) and the maximum reconstruction


