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1Introduction

Fabrice Jotterand and Marcello Ienca

Artificial intelligence (AI) has the potential to transform the delivery and manage-
ment of health care and improve biomedical research. Brain and mental health could 
significantly benefit from this technological transformation. Some of the most prom-
ising applications of AI in brain and mental health include the use of deep learning 
algorithms for early detection and diagnosis, as well as automated learning and the 
infusion of AI capabilities in everyday technologies such as smartphones, assistive 
social robots, and intelligent assistive technologies for continuous health monitoring 
and screening (e.g., Alzheimer’s disease and schizophrenia) or for the assistance of 
psychogeriatric and neurorehabilitation patients. In addition, machine learning (ML) 
can also be used to improve existing neuropsychiatric therapies and allow new indi-
cations for existing drugs and tailor them to the individual patient through precision 
medicine approaches. For example, Watson, an AI-driven question-answering com-
puting system developed by IBM, has proven to make similar treatment recommen-
dations as human experts in 99% of the cases, and in 30% of the cases, Watson found 
treatment options missed by human physicians [1]. In addition, Watson can perform 
tasks such as data integration and aggregation, assessment of patients’ risk to develop 
a particular disease or to require high cost treatment [2].

Further, big data analytics can be helpful to improve the epistemic power of 
neuropsychological explanations and unlock the etiology of brain and mental dis-
orders by revealing relevant patterns across big and heterogeneous data volumes. 
In particular, multidimensional models integrating multiple biomarker data—for 
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example, neuroimaging biomarkers and digital phenotyping data—could help sci-
entists overcome current reductionist approaches based on single explanatory neu-
robiological hypotheses. The automation of healthcare management processes via 
intelligent software to optimize healthcare delivery and reduce administrative cost 
is another promising implementation of AI technology.

The transformative potential of AI in brain and mental health does not limit to 
transforming the mode of generating scientific knowledge or assisting medical 
decision-making. In addition to that, it also portends to transform social and profes-
sional practices. For example, AI could redefine the therapeutic relationship. A 
study performed by researchers from the Dartmouth-Hitchcock health system, the 
American Medical Association (AMA), Sharp End Advisory, and the Australian 
Institute of Health Innovation revealed that physicians spend on overage 27% of 
their total time on direct clinical face time and 49.2% of their time on administrative 
work and Electronic Health Records (EHRs) [3]. The incorporation of AI in medical 
practice could help clinicians spend more time with patients and make health care 
more personal, albeit using more technology [4].

Such promissory outlook, however, has not materialized yet, at least, not entirely. 
The deployment of AI in neurology, psychiatry, neuropsychology, and brain research 
is still limited to sparse domains of application, often with suboptimal outcomes. 
Whether AI will re-humanize or de-humanize health care remains an open question 
as it is too early to understand the real impact long term of AI on clinical practice [5]. 
It is therefore paramount to cast light on emerging AI approaches in brain and men-
tal health and provide an anticipatory impact assessment, with special focus on the 
assessment of emerging technical, scientific, ethical, and regulatory challenges. 
Such assessment is needed not only to chart the route ahead for scientific innovation 
in this domain but also to appraise such innovative dynamics within its broader 
socio-cultural and regulatory context. A broad spectrum of philosophical, ethical, 
regulatory, and social implications is rapidly emerging at the cross-section of AI and 
brain and mental health. Many of these implications have not been assessed in a 
comprehensive and systemic way. To this end, this unique volume provides an inter-
disciplinary collection of essays from leaders in various fields to address the current 
and future challenges arising from the implementation of AI in brain and men-
tal health.

The volume is structured according to three main sections, each of them focus-
ing on different types of AI technologies. Part I, Big Data and Automated Learning: 
Scientific and Ethical Considerations, specifically addresses issues arising from 
the use of AI software, especially machine learning, in the clinical context or for 
therapeutic applications. In Chap. 2 (“Big Data in Medical AI: How Larger Datasets 
Lead to Robust, Automated Learning for Medicine”), Ting Xiao and Mark V. Albert 
review the implications of the use of vast data sets in the context of medical 
research and clinical practice. They show how machine learning strategies can 
assist clinicians in various ways such as helping in the process of automatizing data 
selection for better diagnosis, improving the predictive power of statistical models 
tailored to specific hospitals or patient groups, or establishing the factor(s) that 
explains symptoms. However, Xiao and Albert point out that the collection of 
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massive data sets is not without challenges such as data security, the interpretation 
and validation of data, and the accuracy of automated decision-making. In Chap. 3 
(“Automatic Diagnosis and Screening of Personality Dimensions and Mental 
Health Problems”), Yair Neuman likewise addresses issues related to automatic 
diagnosis and screening but in the context of personality research. Computational 
Personality Analysis, as Neuman puts it, refers to the use of machine learning algo-
rithms to measure variables in personality dimensions and disorders. As one can 
expect, such approach for the diagnosis of mental disorders or antisocial behaviors 
must be scientifically valid, ethically safe, and pragmatically relevant. So while 
“the promise of computational personality analysis is huge,” Neuman concludes 
that the implementations of such technologies must be sensitive and critical to 
some of its challenges such as a good understanding of the complexity of human 
personality in light of the fact that automatic analysis of personality relies on “low-
level features” in its categorization of personality. The other challenge is the fact 
that personality is a cluster of dynamic phenomena difficult to capture without a 
clear sense of the trajectory of the mental state captured. In Chap. 4 (“Intelligent 
Virtual Agents in Behavioral and Mental Healthcare: Ethics and Application 
Considerations”), David Luxton and Eva Hudlicka provide an overview of embod-
ied Intelligent Virtual Agents (IVAs) and non-embodied conversational agents and 
examine the implications of their use in the context of behavior and mental health 
care. In particular, their analysis focuses on concerns about risks associated with 
the breach of privacy, the safety of individuals interacting with IVAs, and the ethi-
cal issues arising from artificial relationships. In Chap. 5 (“Machine Learning in 
Stroke Medicine: Opportunities and Challenges for Risk Prediction and 
Prevention”), Julia Amman examines issues related to the use of risk prediction 
and prevention tools such as novel machine learning-driven methods to reduce the 
global burden of stroke (incidence and mortality rates). There are many advantages 
for physicians and researchers to use such approaches as the increased accuracy of 
their predictions allow them to suggest interventions tailored to the specific needs 
of patients predisposed to strokes. But the implementation of such technology is 
not without challenges and limitations. These include issues of data sourcing, 
application development, and implementation in clinical setting, which, in 
Amman’s estimation, should be fully recognized and addressed in order to benefit 
maximally from ML approaches to stroke predication and prevention. In the final 
chapter of the first section (Chap. 6, “Respect for Persons and Artificial Intelligence 
in the Age of Big Data”), Ryan Spellecy and Emily E. Anderson explore the extent 
to which traditional ways to honor respect for persons (in particular, informed 
consent) are challenged by AI and big data. In particular, they point out that in big 
data models where consent is not practicable due to the high data volume and 
velocity, waiving consent can be tempting for researchers for practical reasons but 
is ethically inadequate. They therefore argue that alternative approaches should be 
explored to hold the ethical standard of respect for persons. According to Spellecy 
and Anderson, “in discussions of ethics of AI and big data health research,” there 
should be “less focus on the technical aspects of informed consent and more imagi-
nation regarding ways to demonstrate respect for persons” (p. 10 manuscript).
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Part II, AI for Digital Mental Health and Assistive Robotics: Philosophical and 
Regulatory Challenges, examines philosophical, ethical, and regulatory issues aris-
ing from the use of an array of technologies beyond the clinical context. In Chap. 7 
(“Social Robots and Dark Patterns: Where Does Persuasion End and Deception 
Begin?”), Naveen Shamsudhin and Fabrice Jotterand look at some of the challenges 
associated with the deployment of social robots for applications in areas such as 
entertainment, companionship, mental health, and well-being. The anthropomor-
phic design of these robots takes advantage of insights gained through human and 
social psychology, communication, and behavior which makes human beings vul-
nerable to manipulation and deception. Using digital media and web technologies, 
dark patterns are developed to deceive people to behave certain ways leading to 
addictive demeanor, hence undermining the autonomy of the users. The authors 
conclude that advances in robotics (i.e., social robots) should move forward but 
without the use of dark patterns. Nicole Martinez-Martin in Chap. 8 (“Minding the 
AI: Ethical Challenges and Practice for AI Mental Health Tools”) directs her atten-
tion to fundamental questions of privacy, bias, and the potential impact of AI in the 
therapeutic relationship within the context of mental health. She contends that 
biases (i.e., systematic errors in a computer system that can cause unfair outcomes) 
may occur in the process of gathering data and health information and/or may 
depend on how algorithms are configured. These biases can cause inequities in the 
delivery of or access to mental health services. However, she also points out that the 
use of AI can be designed to address injustices. Martinez-Martin also examines how 
the implications of AI tools might affect the clinical encounter and provide recom-
mendations for best practices. The use of digital behavioral technology (DBT) in 
combination with deep learning is the focus of Chap. 9 (“Digital Behavioral 
Technology, Deep Learning, and Self-Optimization”), authored by Karola Kreitmair. 
In her analysis, she considers technologies such as wearables, mobile health tech-
nologies, various smartphone apps, and noninvasive neurodevices that collect a 
large amount of data about individuals including brain activity, bodily functions, 
and behavioral patterns. Her analysis shows how the preferred way to process the 
data and make it relevant and useful for self-optimization (for instance, change of 
behavior through neurostimulation) is through an approach to AI known as deep 
learning. However, such technology presents many ethical challenges that are evalu-
ated carefully by Kreitmair. In the next contribution, (Chap. 10, “Mental Health 
Chatbots, Moral Bio-enhancement and the Paradox of Weak Moral AI”), Jie Yin 
provides a philosophical exploration of the implications of the potential use of chat-
bots to enhance behavior in mental health. Hypothetically, her idea would be to use 
“a weak moral artificial intelligence” to enhance cognitive capacities, in particular 
moral deliberation. In principle, if such technology would be available, be safe, and 
respect human agency, it could be used for therapeutic purposes, although Yin 
argues, such approach would undermine essential elements of morality (such as 
motivation). However, she notes that mere philosophical argumentation is not suf-
ficient for a final assessment of a weak moral artificial intelligence. Only once 
empirical evidence is available, we will be able to determine whether this type of 
technology ought to be implemented. In Chap. 11 (“The AI-Powered Digital Health 

F. Jotterand and M. Ienca



5

Sector: Ethical and Regulatory Considerations When Developing Digital Mental 
Health Tools for the Older Adult Demographic”), Camille Nebeker, Emma Parrish, 
and Sarah Graham examine the social benefits but also the potential ethical and 
regulatory pitfalls and risks associated with a widespread implementation of AI in 
day-to-day living, including “airline reservation systems, loan eligibility programs, 
college admissions, transportations systems, judicial decisions, and healthcare.” In 
their analysis, they specifically focus on questions associated with the development 
of tools to help elderly people suffering from dementia which raise ethical questions 
regarding informed consent and agency. As more AI tools find their way into the 
marketplace and more data is collected, Nebeker et al. argue that new approaches to 
the governance of these technologies are needed in order to optimize their respon-
sible implementation in the social context. Extra layers of protection should be put 
in place, particularly when dealing with vulnerable population such as elderly peo-
ple with dementia. In Chap. 12 (“AI Extenders and the Ethics of Mental Health”), 
Karina Vold and José Hernandez-Orallo consider the extended mind thesis in the 
context of mental health and in light of AI technology. They examine the use of 
what they call “AI extenders” which is, in their view, different from previous cogni-
tive extension based on simple technologies like a notebook or a smartphone. As 
they note, the “increased use of machine learning, and other functionalities brought 
by artificial intelligence, is importantly different from the kinds of cognitive exten-
sion that preceded it in many ways: these system can perceive, navigate, make com-
plex decisions, understand and produce language, plan, understand emotions, etc., 
all in complex and changing situation”. When applied to mental health to better 
diagnose and treat mental disorders, these technologies offer many opportunities to 
improve care but also raise many ethical challenges carefully outlined by Vold and 
Hernandez-Orallo.

In the final section of the volume, Part III entitled AI in Neuroscience and 
Neurotechnology: Ethical, Social and Policy Issues, contributions examine some of 
the implications of AI in neuroscience and neurotechnology and the regulatory gaps 
or ambiguities that could potentially hamper the responsible development and 
implementation of AI solutions in brain and mental health. The first contribution of 
this section by Pim Haslager and Giulio Mecacci (Chap. 13, “The Importance of 
Expiry Dates: Evaluating the Societal Impact of AI-Based Neuroimaging”) ana-
lyzes the ethical and societal implications emerging from AI-powered neuroimag-
ing. Such technology increases our ability to make predictive inferences about 
mental information and to recognize behavioral dispositions based on brain activity. 
However, Haselager and Mecacci argue that as more advances in AI-powered neu-
roimaging occur, further analysis must take place concerning the future implica-
tions of technologies for brain reading and the evaluative framework used in 
computational processing regarding neuroimaging. To this end, their contribution 
offers some fundamental recommendations for the regulation of the technology 
with a specific caveat: expiry dates for informed consent, data storage, and data 
analysis. In the next contribution, (Chap. 14, “Does Closed-Loop Deep Brain 
Stimulation for Treatment of Psychiatric Disorders Raise Salient Authenticity 
Concerns?”), Ishan Dasgupta, Andreas Schoenau, Tim Brown, Eran Klein, and Sara 
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Goering investigate issues associated with the new generation of deep brain stimula-
tion (DBS)  technology for the treatment of psychiatric disorders that employs arti-
ficial intelligence technologies as a means to “facilitate closed-loop implants that 
are adaptive and continuously modified by neural feedback”. One major issue they 
examine is the impact of closed-loop DBS on authenticity. This chapter provides a 
salient empirical and philosophical analysis of the phenomenological implications 
of closed-loop neurostmulation for neuropsychiatric patients. Next, in Chap. 15 
(“Matter Over Mind: Liability Considerations Surrounding Artificial Intelligence in 
Neuroscience”), Lucy Tournas and Gary Marchant address issues of liability. They 
recognize the benefits of the implementation of AI in the clinical setting for diag-
nostic and therapeutic purposes, but they also point out that there are risks and 
potential harms associated with the collection of neurological health data and an 
eagerness to deploy the technology without a careful consideration of liability con-
cerns. They suggest building a “liability framework” that reconsiders informed con-
sent in light of AI technology, increased education of physicians about AI, and an 
update of FDA regulations to include AI technology. In the last contribution of the 
volume (Chap. 16, “A Common Ground for Human Rights, AI and Brain and Mental 
Health”), Monika Sziron explores international regulations of AI in the context of 
health care and how human rights may be integrated in regulatory frameworks. The 
integration of human rights in international guidelines, however, is confronted to an 
important challenge: There are no agreed-upon international standards that regulate 
health care and AI. As she points out, “as philosophical and ethical environments 
vary across nations, subsequent policies reflect varying conceptions and fulfillments 
of human rights”. She argues that despite this challenge, the development of ethical 
guidelines that encompass human rights may be possible at an international level if 
variations in their application and understanding are carefully acknowledged, which 
provide the common ground necessary to adapt policies and regulations. Finally, the 
epilogue (“Brains, Minds, and Machines: Brain and Mental Health in the Era of 
Artificial Intelligence”) by Marcello Ienca concludes the volume by taking stock 
retrospectively of the work contained in this book and outlining the open challenges 
for future research in this field.

In light of its comprehensiveness and multidisciplinary character, this book 
marks an important milestone in the public understanding of the ethics of AI in 
brain and mental health and provides a useful resource for any future investigation 
in this crucial and rapidly evolving area of AI application.
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2Big Data in Medical AI: How Larger  
Data Sets Lead to Robust, Automated 
Learning for Medicine

Ting Xiao and Mark V. Albert

2.1	 �Why the Big Data Revolution?

Machine learning is having a dramatic impact on the way we leverage information 
to make decisions [1, 2]. The success has been obvious in commercial business set-
tings where data from advertising [3], supply logistics [4], and even social media  
[5, 6] is collected and processed in real time, enabling decisions at speeds and scales 
that would be impossible for hired employees. Medical applications present unique 
challenges due to risks but also provide satisfying targets due to the potential for 
improving health outcomes [7–10].

Many steps of the medical decision-making process can benefit from the tools of 
machine learning (Table 2.1). For example, we can consider a common sequence of 
choices made during the course of a medical treatment.

	1.	 The clinician is tasked with collecting the relevant information.
	2.	 A judgement about the cause is made based on the information available.
	3.	 A treatment is proposed when possible.
	4.	 Response to treatment is periodically evaluated and altered when needed.
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Medical professionals are trained to perform each of these steps taking into 
account what they observe directly or measure, and they then relate that information 
to their own personal experience and the medical research. However, it is worth not-
ing that each of these steps can loosely be associated with a related approach used 
in machine learning techniques which are particularly valuable for large data sets 
and suggest recommendations for complex decision-making problems. For exam-
ple, here we can list four machine learning strategies that can be directly mapped to 
the four steps above to assist the clinician in certain cases:

	1.	 Feature selection: With enough data, the process of determining which informa-
tion is more or less important can be automated. If the data is difficult or invasive 
to collect, a ranking of the importance can be provided to help the clinician 
choose the best measures to collect for a diagnosis [11].

	2.	 Factor analysis: Notwithstanding the philosophical arguments of truly establish-
ing cause and effect relationships, much of approach to understand a collection 
of symptoms is finding the underlying factor or factors explaining the symptoms 
presented. This goes well beyond disease diagnosis. Underlying factors may be 
more fine-grained than disease states, or emerge from comorbid diseases—a fac-
tor analysis would be able to identify groups of common concern in an auto-
mated way to allow patients with similar conditions to be grouped and treated 
more effectively [12].

	3.	 Predictive modeling: The choice of treatment relies on the belief of which option 
is expected to lead to the greatest improvement, while weighing appropriate 
risks. Clinical researchers use statistical models to evaluate the superiority of one 
treatment over another, and in ambiguous cases, medical practitioners also use 
internal estimates of future improvement through their years of medical experi-
ence. However, with larger data sets, such predictions can be explicit and even 
tailored to the particular hospital, patient group, clinician, surgical technique 
using available data on past outcomes to provide an additional point of reference 
to help make a treatment recommendation [13].

Table 2.1  Definitions

Artificial 
intelligence (AI)

The development of computer systems performing tasks commonly 
associated with intelligent beings, either through explicit programming or 
by learning from data

Machine 
learning

A large subset of AI which makes data-driven inferences. Notably, this is 
the area in which the vast majority of AI advances are made

Big data A term to describe the tools and techniques of inference that are particular 
to large data sets, which enable more robust, automated learning

Deep learning Machine learning using multilayer (“deep”) neural networks. Currently the 
state of the art in solving challenging inference problems with large data 
sets by learning intermediate features directly from raw data

TensorFlow, 
PyTorch

The two dominant deep learning frameworks

GPU Graphics Processing Unit. A processor designed to handle graphics 
operations that can be used to dramatically speed up neural network training 
due to the similarly simple, distributed processing needs
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	4.	 Automated outcome data collection and synthesis: For long-term treatments, 
follow-up is necessary to judge compliance, efficacy, and make adjustments as 
needed. However, visits to the clinic are costly in terms of clinician time and 
associated financial costs. Questions regarding symptoms in a clinical visit can 
be subjective or incomplete, and physical measures may differ based on a variety 
of factors. Sensor technologies exist now which enable convenient, continuous, 
and objective measures of a variety of symptoms, with associated analytics to 
distill the measures to clinically relevant information [14].

In short, machine learning, and the associated use of large data sets to improve 
the process of learning, can augment the process of clinical decision-making. Such 
analytics provide a unique perspective for each decision. Notably, such tools per-
form a similar function to a secondary consult or collective review among clini-
cians, without the associated time, costs, or overhead—enabling rapid, often 
automated assistance to inform medical care.

2.1.1	 �More Samples, More Features

One of the reasons for the explosion of machine learning is the availability of data 
for training decision-making systems. The amount of data varies along two dimen-
sions that are particularly relevant to learning systems—additional samples and 
additional features. Samples generally represent more examples or cases. Features, 
on the other hand, are new types of information that can be collected for each sam-
ple. Modern technology has made it possible to dramatically increase both dimen-
sions of data to build learning models. More data enable systems to be more capable 
of automated decision-making.

To understand why this is the case, let us begin with a common rule of thumb for 
collected data to train many standard machine learning prediction models.

	
n nsamples features � �2 	

That is, the number of samples collected should be substantially greater than the 
square of the number of features. Double the number of features, and so the number 
of samples has to be quadruped, etc. Note this is only a rough “rule of thumb” with 
many exceptions. This is not as critical for some simpler prediction algorithms 
(such as Naive Bayes), but it is reasonably accurate for a number of common 
machine learning models which are sufficiently flexible and powerful to learn for a 
wider variety of prediction problems. Why is this true? That is beyond the scope of 
this chapter, but some motivation is provided in the footnote.1

1 Succinctly, the goal of machine learning is roughly stated as the ability to group similar sample 
points together in a nfeatures dimensional space. Most ways of flexibly grouping points in a 
n-dimensional space require more than n2 parameters (groups of planes, multidimensional ellipses, 
etc.), and a well-known fact of estimation is that you generally need more data points than you 
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