
Entropy, Water and Resources



Horst Niemes · Mario Schirmer

Entropy, Water
and Resources

An Essay in
Natural Sciences-Consistent Economics



Dr. rer. pol. Horst Niemes
Helmholtz-Centre for Environmental
Research (UFZ) Leipzig
Permoserstraße 15
04301 Leipzig, Germany
e-mail: email@horst-niemes.de

Professor Dr. habil. Mario Schirmer
Eawag: Swiss Federal Institute of Aquatic
Science and Technology
Überlandstrasse 133
8600 Dübendorf, Switzerland
e-mail: mario.schirmer@eawag.ch

ISBN 978-3-7908-2415-5 e-ISBN 978-3-7908-2416-2
DOI 10.1007/978-3-7908-2416-2
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2010924287

© Springer-Verlag Berlin Heidelberg 2010
This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations
are liable to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant protective
laws and regulations and therefore free for general use.

Cover design: WMXDesign GmbH, Heidelberg

Printed on acid-free paper

Physica-Verlag is a brand of Springer-Verlag Berlin Heidelberg
Springer-Verlag is part of Springer Science+Business Media (www.springer.com)



Preface

This book lies at the intersection of natural sciences, economics, and water engi-
neering and is in line with the long tradition of environmental economics at the
University of Heidelberg. In the 1970s, the Neo-Austrian Capital Theory was
developed using the fundamental laws of thermodynamics as a common language
between the natural and social sciences. Niemes (1981) integrated the dynamic and
irreversibility characteristics of the natural environment into the Neo-Austrian cap-
ital theory. Faber et al. (1983, 1987, 1995) then extended this interdisciplinary
approach further to create a comprehensive, dynamic, environmental resource
model.

Over the last 3 decades, the theoretical foundations of environmental economics
have been modified and there have been an impressive variety of applications.
This book aims to reduce the gaps between economic theory, natural sciences,
and engineering practice. One of the reasons these gaps exist is because economic
assumptions are used to construct dynamic environmental and resource models,
which are not consistent with the fundamental laws of the natural sciences. Another
reason for the gap might be the distance between academic theory and real world
situations.

Based on an extended thermodynamic approach, the authors explain which
economic assumptions are acceptable for constructing a dynamic model that is
consistent with the natural sciences. In particular, the special role of water in the
production and reproduction activities will be considered as an integral component.
Water is generated in a separate water treatment process and is used to transport the
unavoidable by-products of production and reproduction activities to a wastewater
sector. In this respect, not only environmental protection aspects, but also the inter-
relation between the water requirements and the use of non-renewable resources
for producing desired consumption goods will be highlighted. Special attention is
given to show that the economies of developed countries, which still rely on the
use of non-renewable natural resources, will be confronted with closely connected
crises. The inter-temporal marginal costs of using the non-renewable resources also
cause an increase in the costs of water and energy.

We will demonstrate how natural sciences consistent economic models are
beneficial to the long-term study and realization of water supply and wastewa-
ter infrastructure projects and hydro-geological investigations. We use two case
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vi Preface

studies to develop an enhanced water infrastructure model. As part of the model, we
introduce capital stocks for water use, water infrastructure, water treatment, water
distribution, as well as wastewater collection and wastewater treatment. Although it
takes serious effort to derive the optimal conditions for the extended dynamic model,
the derived results confirm that close cooperation between theoretical work and
practical experience can deliver a surplus of inside information that would otherwise
not be achievable.

Special thanks are given to the UFZ-Helmholtz-Centre for Environmental
Research – and Eawag-Swiss Institute of Aquatic Science and Technology – for
financial support of our endeavor over a 3-year period, without which it could not
have been realized. We also thank Mrs. Leslie Ferre (Arizona, USA) for her care-
fully proof-reading of this book, and Malte Faber and Frank Jöst (University of
Heidelberg) and Gunter Stephan (University of Bern) for fruitful discussions and
comments.

Last but not least, we emphasize their patience, assistance, and motivation and
dedicate this book to Ingrid Niemes and Kristin Schirmer.

Leipzig Horst Niemes
Zurich Mario Schirmer
April 2010
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Chapter 1
Introduction

An Essay in Natural Sciences Consistent Economics

Abstract This book at the intersection of natural sciences, economics, and water
engineering aims to reduce the gaps between economic theory, natural sciences, and
engineering practice. Based on an extended thermodynamic approach, the authors
explain which economic assumptions are acceptable for constructing a dynamic
model that is consistent with the natural sciences. In particular, the special role of
water in the production and reproduction activities will be considered as an integral
component. Water is generated in a separate water treatment process and is used to
transport the unavoidable by-products of production and reproduction activities to
a wastewater sector. In this respect, not only environmental protection aspects, but
also the interrelation between the water requirements and the use of non-renewable
resources for producing desired consumption goods will be highlighted.

Environmental and Ecological Economics might be considered unique multi-
disciplinary scientific fields, for which the two headings are used synonymously
because both disciplines deal with resource and environmental problems from an
economics perspective. Faber (2007:18) reflected on and characterized both his
own work as well as the scientific work of the impressive number of scientists
dealing with environmental and resource problems at the University of Heidelberg
over a period of 3 decades, and drew a clear dividing line between ecological and
environmental economics as follows:

While the representatives of ecology have few, if any difficulties with Ecological
Economics, the relationship between mainstream Economics and Ecological Economics
is not quite so harmonious. Why is this? The answer is: the mainstream economist views
nature as a subsystem of the economy, whereas the ecological economist takes quite the
opposite view.

This differentiation should be examined in the context of the development of
the scientific work of Faber and his colleagues at the University of Heidelberg, (for
more details see Faber and Winkler 2006). After dynamics and irreversibility of the
natural environment were integrated by Niemes (1981) in the Neo-Austrian capital
theory, Faber et al. (1983) extended this interdisciplinary approach further to create
a comprehensive dynamic environmental-resource model. The English versions by

1H. Niemes, M. Schirmer, Entropy, Water and Resources,
DOI 10.1007/978-3-7908-2416-2_1, C© Springer-Verlag Berlin Heidelberg 2010



2 1 Introduction

Faber et al. (1987, 1995), especially motivated an impressive number of scientists to
deal with specific environmental and resource problems, and to develop the dynamic
model in different directions.

Although the economic kernel, the Neo-Austrian capital theory approach for
characterizing the dynamics of these environmental resource models, has been
modified and there is an impressive variety of applications, a more strict appli-
cation of the thermodynamic laws for the description of ecologic and economic
transformation processes has been shown by Baumgärtner (2000) and Baumgärtner
et al. (2001, 2002, 2006). Special attention is given to prove (see e.g. Baumgärtner
et al. 2006:63–65) that joint production, which is often assumed to be a special case
in economics, must be considered the normal case for ecologic and economic pro-
cesses to preserve consistency with the essential laws of the natural sciences. It was
in this context that the famous physicist R.P. Feynman stated (Feynman 1999) “eco-
nomics is no science at all in case of inconsistency of the economic models with
natural scientific laws”.

The general objective of our contribution is to develop this approach further by
considering not only the energy and material but also the information characteris-
tics of natural and economic transformation processes consistent with the laws of
modern physics. Compared with classic physics, the modern disciplines in natural
science, (quantum physics and information theory) introduce “subjective” aspects
in the observations of transformation processes and systems. This modern view,
focusing principally on the equivalence of the material, energy and information
components, helps to close the gap between natural and social sciences, and to
strengthen interdisciplinary approaches. Our specific objective in this book will
be to develop a dynamic model consistent with natural sciences, which can be
applied to natural resources, environmental and specific water problems, e.g. for the
dynamic analysis of the water infrastructure of urban centers. We will illustrate, at
least graphically, that this modern view requires essential revisions to the concept of
the capital theory used by Faber and his colleagues at the University of Heidelberg
for the construction of the dynamic resource and ecologic models. Addressing the
problems of finding convincing measurement units for the information component
and its subjective interpretation, however, would be too ambitious for this book (for
more details about modern view of natural sciences and the problems of how to
measure abstract information and its subjectivism see Görnitz and Görnitz 2006 and
Baeyer 2005).

Our book is divided into two parts: in Part I, only water uses are integrated into a
basic dynamic model; capital stocks for the water supply and wastewater sectors will
be introduced in Part II. Since thermodynamics and information theory are used as
a common language for describing natural and economic transformation processes,
an introduction to these fields is given in Chap. 2 of Part I, where the interrelation
between thermodynamics and the concept of the capital theory is emphasized.

Within the framework of this theoretical background, the general design of an
economic model that is consistent with natural science and is intended for natural
resources, especially for water uses and water protection measures, is the subject
of Chap. 3. For the construction of our basic model for water uses, some additional



1 Introduction 3

assumptions and restrictions will be introduced in Chap. 4, which lead us to formu-
late the model constraints in Chap. 5. In Chap. 6, we derive the optimality conditions
expressed in terms of non-profit conditions or marginal costs for both the production
and water sectors.

Being guided by two case studies in Chap. 7 of Part II, our basic dynamic model
will be extended in Chap. 8 to include essential water infrastructure components. To
come to an applicable dynamic model, some additional assumptions, restrictions,
and aggregations of processes to sectors are required. Based on the model con-
straints in Chap. 9, the optimal conditions being formulated in the form of non-profit
conditions and marginal costs are derived in Chap. 10. Apart from possible modifi-
cations, extensions and a generalization of the dynamic water use and infrastructure
models, our conclusions and perspectives will be summarized.



Part I
The Water Use Model



Chapter 2
Conceptual Foundations: Thermodynamics
and Capital Theory

Abstract Economic transformation processes, specifically the extraction of non-
renewable natural resources for production and reproduction activities, are irre-
versible. The entropy notion of classic thermodynamics and its equivalent in
information theory can be applied to derive the relations between free energy, use-
ful work (exergy), unusable work (anergy) and changes in the concentrations of
desired raw materials and undesired residuals that are being discharged into the nat-
ural environment. Capital theory is a corner stone in economic theory and ecological
economics for analysing the dynamics of environmental and resource problems.
It will be shown that information theory can be used to extend thermodynam-
ics and allow an interpretation of capital theory that is consistent with the natural
sciences.

The description of transformation processes within the ecological system and its
embedded sub-systems (e.g. economic) can be based upon a generalized entropy
concept. Section 2.1 discusses entropy in the contexts of classic thermodynamics as
well as information theory. Section 2.2 contains a short description of the capital
theory and its thermodynamic implications.

2.1 Thermodynamics and Its Equivalency to Information Theory

In this section, special attention is given to show that only a portion of the exter-
nal available free energy for shifting a system from its thermodynamic equilibrium
to a new status can do useful work, while the other portion of free energy can not
be used because of irreversible processes within the system. Furthermore, it will
be derived that the entropy-free portion (the exergy) is comprised of a materialistic
term and an informational term. For a biological system, with its internal infor-
mation storage capabilities, it is not surprising that it is necessary to distinguish
between the materialistic and informational characteristics of the system. We will
show, however, that this extended interpretation of thermodynamics makes it nec-
essary to distinguish between the materialistic and informational components for
chemical systems, which are less, evolved than biological systems.

7H. Niemes, M. Schirmer, Entropy, Water and Resources,
DOI 10.1007/978-3-7908-2416-2_2, C© Springer-Verlag Berlin Heidelberg 2010



8 2 Conceptual Foundations: Thermodynamics and Capital Theory

2.1.1 Entropy, Temperature and Heat

As explained in more detail by Niemes (1981:3–12), Clausius’ (1850) introduction
of entropy led to the clarification that heat is not a special matter but an energy
form similar to the others. Marginal changes in heat dQ are defined in Eq. (2.1)
as the product of the intensive variable (temperature T) and the extensive variable
(marginal change of entropy dS).

dQ := TdS. (2.1)

Entropy, S, is introduced as the integral of marginal changes in heat between status
1 and 2 for reversible processes

2∫

rev.1

dQ

T
:= S(2) − S(1). (2.2)

For a circular process in a closed system, where the change from status 1 to status 2
is irreversible and the change back from status 2 to status 1 is reversible, we receive

∮

rev.

dQ

T
= 0 ∧

∮

irrev.

dQ

T
< 0 ⇒

2∫

irrev.1

dQ

T
+

1∫

rev.2

dQ

T
< 0. (2.3)

With the definition of entropy from Eq. (2.2) for the case of a completely closed
system, we obtain the so-called Second Law of classic thermodynamics

S(2)−S(1) >

2∫

irrev.1

dQ

T
⇒ S(2) > S(1). (2.4)

These equations show that the entropy of a closed system with irreversible processes
never decreases. This can be extended to any system by extending it sufficiently. It
also has the implication that an irreversible process can only be returned in the oppo-
site direction when free energy is available for the sub-system where irreversible
processes are occurring.

2.1.2 Entropy, Probability, and Information

Whereas entropy in classic thermodynamics formulates the macro state of a system,
Boltzmann’s formula connects the entropy, S, and the thermodynamic probability of
microstates, W, of the system with the so-called Boltzmann constant k

S = k ln W. (2.5)
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This relationship means that the Second Law of Thermodynamics, which is stated
in terms of an increase in microstates, can also be expressed in terms of information
changes in the microstates of the system. In the case where the system contains N
particles (with h = 1. . .n properties), which do not depend on each other and can be
combined in different ways, we get

S = −kN
n∑

h=1

ph ln ph, (2.6)

Where the frequencies ph = Nh/N is the probabilities of given particles having h sets
of properties (see e.g. Jörgensen and Svirezhev 2004: Chap. 4 for more details).

Shannon’s formula (2.7) for measuring information (or the information entropy)
can be interpreted as a loss of information during a transfer of coded information,
which has the characteristics of an irreversible process.

I = −N
n∑

h=1

ph log2 ph. (2.7)

Consequently, free energy is needed to avoid potential irreversible loss of informa-
tion.

The formal similarity between entropy and information has a very deep mean-
ing. Entropy is a deficiency of information for the full description of the system.
The proof of the equivalency of information and entropy, however, has been seen in
the context of the discovery by Bekenstein (1974) and its theoretical foundation by
Hawkins (1975), which confirms that black holes of the universe also have entropy
increase, or loss of information. Equation (2.8) means that the entropy increase
(equal to the related loss of information) depends mainly on the mass of the black
hole, MBW, and on the mass of the object, mObj, disappearing into the black hole (for
more details see Görnitz and Görnitz 2006:385).

ΔS = ΔI = konst. · MBW · mObj. (2.8)

2.1.3 Relations Between Work and Exergy

Assume a system is in thermodynamic equilibrium with its environment. A cer-
tain amount of work is required by the environment to change the system from
its initial state, 0, to another state, 1. For the reverse transition, from state 1 to
the initial state 0, the system must do work on the environment. For the direct
forced transition, which requires the environment to supply the minimum work,
min (δ01) = δAmin there is a corresponding transition where the system does
maximum work, max | δA10| = | δAmax|. The latter transition is started when the
forcing action stops and the system begins moving spontaneously towards its ther-
modynamic equilibrium. It is evident that the magnitudes of δAmin and | δAmax| are
identical. Equation (2.9) (cf. Jörgensen and Svirehev 2004: Chap. 15) shows that,
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for a reversible process, the external work equals the sum of the changes in internal
energy, heat, compression, and chemical potentials

δA ≥ ΔU − T0ΔS + p 0ΔV −
n∑

h=1

μ0
hΔNh. (2.9)

The value of minimum work is given by the formula

δAmin = |δAmax| = ΔU − T0ΔS + p 0ΔV −
n∑

h=1

μ0
hΔNh. (2.10)

When using Gibbs’ equation, dU = TdS − pdV +
n∑

h=1
μ0

h�Nh,

Equation (2.10) can be written in the form

dAmin = |dAmax| = (T − T0) dS − (p − p0) dV −
n∑

h=1

μ0
h dNh. (2.11)

Another definition can be applied to the maximum work by using the following
Eq. (2.12) (cf. Jörgensen and Svirehev 2004:98–99)

δAmax = T0ΔStot = T0
(

Stot − Seq
tot
) = ΔU−T0ΔS+p0ΔV−

n∑
h=1

μ0
hΔNh. (2.12)

In Eq. (2.12), ΔU, ΔS, ΔV and ΔNh express the differences from thermodynamic
equilibrium between the values of energy, entropy, volume, and number of particles
in the system. This equation expresses how much the entropy of the closed super
system (e.g. the whole universe) differs from its maximum possible value if the sys-
tem is not in equilibrium with its environment. Since the concept of maximum work
plays a very important role, a special term, exergy, has been introduced. Exergy, Ex,
is defined as the amount of entropy-free energy that a system can perform when it
is brought into thermodynamic equilibrium with its environment, i.e. |Amax| = Ex.
As it is formulated by Jörgensen and Svirezhev (2004:100)

It seems more useful to apply exergy than entropy to describe the irreversibility of real
processes as it has the same unit as energy and is an energy form, while the definition
of entropy is more difficult to relate to concepts associated with our usual description of
reality. Furthermore, exergy facilitates the differentiation between low-entropy energy and
high-entropy energy, as exergy is entropy-free energy.

Therefore, it is helpful (cf. Cerbe and Hoffmann 1996:470) to represent free
energy E as the sum of the entropy-free exergy, Ex, and the anergy, An, caused
by the entropy of the irreversible processes of the system:

E = Ex + An. (2.13)
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2.1.4 Exergy Far from the Thermodynamic Equilibrium

Now that various thermodynamic equations have been introduced, let us approach
the transition of a chemical system from its initial state, 0, thermodynamic equi-
librium, to another state, 1, that is far from the thermodynamic equilibrium. When
assuming that the infinitesimal change of exergy d(Ex) takes place in an infinitesi-
mally short time, dt, so that the environment is not able to change, we obtain from
(2.12) the simplified Eq. (2.14) (Jörgensen and Svirezhev 2004:106)

d(Ex)

dt
=

n∑
h=1

(μh − μ0
h)

dNh

dt
. (2.14)

When using the definition of the chemical potential

μh = μh(0) + RT ln Nh, h = 1, . . . , n,

Where Nh can be considered as the molar concentrations of corresponding chemical
substances h, and R is the gas constant, we can rewrite Eq. (2.14) for the case where
T = T0 as

d(Ex)

dt
= RT0

n∑
h=1

ln
Nh

N0
h

dNh

dt
. (2.15)

By integrating both sides of Eq. (2.15) with respect to time and taking into account
that Ex(t0) = 0, we get

Ex(t) = RT0
∫ t

t0

n∑
h=1

ln Nh(t)
N0

h

dNh
dt dt = RT0

n∑
h=1

∫ t
t0

ln Nh(t)
N0

h

dNh
dt dt =

RT0

n∑
h=1

∫ Ni

N0
i

( ln Nh − ln N0
h ) dNh = T0

n∑
h=1

[
Nh ln Nh

N0
h

− (Nh − N0
h

)]
.

(2.16)

We can see that Ex (t) > 0 for any Nh > 0, except Nh = N0
h , h = 1, . . . ., n, if

Ex ≡ 0.
When using N to represent the total number of particles in the system, Eqs. (2.14)

and (2.15) can also be written in concentration form

d(Ex)

dt
= NRT0

n∑
h=1

ln
ch

c0
h

dch

dt
, with N: =

n∑
h=1

Nh (2.17)

Ex(t) = NRT0
∫ t

t0

n∑
h=1

ln ch(t)
c0

h

dch
dt dt = NRT0

n∑
h=1

∫ t
t0

ln ch(t)
c0

h

dch
dt dt =

NRT0

n∑
h=1

∫ ch

c0
h

( ln ch − ln c0
h) dch = NRT0

n∑
h=1

[
ch ln ch

c0
h

− (ch − c0
h

)]
.

(2.18)
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We obtain the relation that entropy-free work done on the system by its external
environment for transitions from one state to another, called dissipative work, must
be the negative value of exergy

Diss(c0 → c1) = Diss(c1 → c0) = −Ex (c1,c0). (2.19)

Equation (2.19) implies that (cf. Jörgensen and Svirezhev 2004:109)

1. Work done on the system by its external environment in the forced transition
c0 → c1 is equal to |A01| = −Diss(c0 → c1).

2. In the course of the transition, the system accumulates exergy, in an amount
equal to the absolute value of the work done on the system Ex(c1, c0) = |A01| =
−Diss(c0 → c1).

3. When the system is closed, it returns spontaneously to the stable state, c0, and
dissipating exergy in the process. The transmission is complete when the system
reaches c0: specifically, at this moment the work |A10| = −Diss(c1 → c0) =
Ex(c1,c0) and all of the exergy has been exhausted.

2.1.5 Relations Between Exergy and Information

By introducing the variable ph = Nh/N = ch, we can rewrite Eq. (2.16) for the
exergy as

Ex = N
n∑

h=1

ph ln
ph

p0
h

+
[

N ln
N

N0
− (N − N0)

]
. (2.20)

The vector of the intensive variables
⇀
p = { p1, . . . ,pn } describes the composition of

the system, while N is the extensive variable for the status of the system.

The value K =
n∑

h=1
ph ln

[
ph/p0

h

]
with the constant factor 1/ln 2 is the Kullback

measure of the increment of information, which was introduced in Eq. (2.6). That
is, we can present the expression for exergy as the sum of an informational and a
materialistic component

Ex = Ex inf + Ex mat. (2.21)

The two terms:

Exinf = NK
(

p, p0
)

≥ 0 and Exmat = N ln
(
N
/

N0
) − (N − N0) ≥ 0

Represent the structural changes in the system and the change of the total mass of the
system. Consequently, the application of thermodynamic laws extended to include
information aspects results in useful work, or the entropy-free energy (exergy),
being the sum of materialistic and informational components for chemical systems.
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Since biological systems have internal information storage capabilities, whereas
chemical systems do not, chemical systems are considered to be on a lower evo-
lutionary level than biological systems. These concepts must be considered when
describing economic transformation processes from the extended thermodynamic
point of view.

Equation (2.21) also shows that the evolution of chemical systems on earth,
which started more than four billion years ago, has both materialistic and infor-
mational components. Three billion years was required for biological systems
to evolve with internal information processes for survival and sexual reproduc-
tion. Approximately 10 millions ago, the evolution process began which resulted
in human intelligence, which has developed to the cultural level that supports
permanent reproduction through modern education and information systems (for
more details see e.g. Ulmenschneider 2006:Chap. 6 and Jörgensen and Svirezhev
2004:109). Equation (2.21) can be extended to Eq. (2.22) by adding terms for the
evolution from the chemical to the biological system and then on to intelligent life
and its social systems.

Ex = Ex soc
inf + Ex bio

inf + Ex chem
inf + Ex soc

mat + Ex bio
mat + Ex chem

mat . (2.22)

Ex soc
inf Stands for the cumulative information of the individual and social education

process i.e. (human intelligence). The other terms represent the information and
material exergy components needed for the survival of the biological and chemi-
cal processes of this specific system. Such an extended interpretation of economic
transformation processes and its interrelation with the natural environment are the
contributions of Binswanger (1992), Beard and Luzada (2000) and Lozada (2004).

2.1.6 Thermodynamics of Economic Transformation Processes

The entropy and exergy concept developed previously will now be used to describe
the thermodynamic structure of modern industrial production in terms of mass,
entropy, and exergy. Modern industrial production is described as the joint pro-
duction of desired goods with high exergy (entropy-free energy) and by-products
with low exergy (high anergy) caused by the entropy of irreversible processes. As
illustrated in Figs. 2.1 and 2.2, economic activities must always be seen as joint
production in accordance with the laws of thermodynamics. Consequently, joint
production is the normal case and not a special case, as is often assumed in eco-
nomic theory. According to Eq. (2.13), in the case of fixed inputs of free energy and
materials, an increase in exergy of the desired outputs requires a decrease in anergy
of the system.

In the practise of economics, contradictions between natural laws and com-
mon economic assumptions are often not known, ignored, or “corrected” by using
strange assumptions. One such assumption is free disposal costs for unavoidable
by-products. Another common, yet contradictory, assumption is that the marginal
production of an additional output of the desired good is a decreasing function



14 2 Conceptual Foundations: Thermodynamics and Capital Theory

low entropy
fuel:

Mf; Sf

low entropy
product:
Mp; Sp

production
process

Sgen ≥ 0high entropy
raw material:

Mrm; Srm

high entropy
joint product:

Mjp; Sjp

Fig. 2.1 Thermodynamic
structure of industrial
production in terms of mass
and entropy (adapted from
Baumgärtner et al. 2006:51)

of the required production inputs. This assumption requires that the anergy of the
by-product must increase because the total amount of all energy forms must remain
constant.

So far, however, the parameters for the external relations of the system with
the surrounding environment have not been considered. Consequently, the descrip-
tion of economic transformation in Figs. 2.1 and 2.2 is incomplete. The transitions
from state 0 to state 1 of a chemical or economic system must be formulated by an
extended set of differential equations dch/dt = f (c1, . . . ,cn;α1, . . . ,αn). The param-

eters αh ; h = 1, . . . ,n of the vector
⇀
α = ( α1, . . . ,αn) represent the external

intervention for changing the composition of the system. The concentration vec-

tor
⇀
c = (c1 , . . . , cn) includes the flow variables. The vector

⇀
α = ( α1, . . . ,αn)

can be interpreted as stock variables that keep the system far from thermodynamic
equilibrium within a time period, T. To be complete, Fig. 2.2 should include the
relationship between the economic sub-system and its environment. This is done in
Fig. 2.3.

In Fig. 2.3, the role and characteristics of capital and public goods for produc-
tion and consumption activities are shown for two follow-up time periods, where
we strictly distinguish between flow and stock variables for the transformation pro-
cesses. The active role of capital and public goods in physical terms is limited to
delivering physical inputs for the transformation processes. This is measured as
deterioration, or exergy losses, of the stock variables and must be permanently com-
pensated by equivalent flow inputs for the maintenance of the capital stock. The
embedded information of the capital stock and public goods and its interaction with
the embedded information of the human labour is the main driving force of the

high exergy
fuel:

Mf; Exf

low exergy
raw material:

Mrm; Exrm

production
process

Exlost ≥ 0

high exergy
product:
Mp; Exp

low exergy
joint product:

Mjp; Exjp

Fig. 2.2 Thermodynamic structure of industrial production in terms of mass and exergy (adapted
from Baumgärtner et al. 2006:51)
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natural environment

natural and social environment modified by capital and public goods

production
process

0

)t(Exlost

≥

)1t(hExout +)t(hExin

)t(lExin lExout(t+1)

natural and social environment modified by human capital and public goods

natural environment

)t(Exinf embedded

in capital

)t(Exinf embedded

in human capital

)1t(hExin +

)1t(lExin +

production
process

0

)t(Exlost

≥

)2t(hExout +
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period t+1period t period t+2

)1t(Exinf + embedded

in capital

)1t(Exinf + embedded

in human capital

Fig. 2.3 Extended thermodynamic structure and time characteristics of industrial production in
terms of (specific) exergy

transformation processes. Recalling that exergy and information are equivalent, the
exergy contribution for economic activities has a physical and informational compo-
nent. The industrial revolution of the last two centuries can be generalized as having
reduced the hard physical work of labour by embedding this less comfortable coor-
dinative work into the capital and public goods. This then allows more time to be
spent on reproduction activities and the improvement of the levels of education and
qualifications of the human labourers.

The preceding has explained the physical and informational components of the
human labour. Although the total labour input for production may have remained
constant or even reduced during the industrial evolution process, the physical por-
tion of the human labour force is, on average, a declining function when it is
compared with the increase in the coordinative and creative portion that is required
for operating and managing capital stocks. Essential indicators for this evolution
process are the efforts, time and resources spent on education and professional qual-
ification, which are needed to be an efficient participant in both the production and
reproduction processes. Therefore, we have to distinguish the human labour force
into its physical (or flow related) and informational (or stock related) components.
The rapid change in production and reproduction technologies requires a perma-
nent change in the education and qualification stock, which has to be seen as a
complementary “twin set” of the capital stock.
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2.2 The Concept of Capital Theory

Although we cannot cover economic theory in detail, a short description of capi-
tal theory will be the subject of this section. Aside from other advantages, when
compared with the neoclassical capital theory (for more details see Faber 1979),
the Neo-Austrian capital theory, with some modifications, might be a more flexible
approach for constructing disaggregated models. To the extent that they provide suf-
ficient understanding of the rationale behind inter-temporal optimization problems,
only graphical illustrations will be provided.

2.2.1 Neo-Austrian Capital Theory as Example

When deriving optimal conditions under model constraints, it is common in eco-
nomics to use individual utility or social welfare functions. This practise reflects
the usual properties of a preference order system for the comparison of consump-
tion bundles (for more details see e.g. Breyer 2004:117–123). When we start (for
more details see e.g. Stephan 1995:69) with a fictitious central planning economy
and assume that a central planning authority maximizes an aggregate, strictly quasi-
concave, strictly monotonic and differentiable welfare function, the conventional
dynamic characteristics of the inter-temporal welfare are given by Eq. (2.23).

Assumption 2.1 (for the inter-temporal welfare function)

W(
⇀

Q(1), . . . ,
⇀

Q(T)) =
T∑
τ=1

(1 + δ) 1 − τWτ (
⇀

Q(τ )) , (2.23)

Where the discount rate δ > − 1 measures the society’s time preference and

Wτ (
⇀

Q(τ )) τ∈ { 1, . . . , T } ∧ ⇀

Q(τ ) : = (Q1τ) , . . . , (Qq(τ ))

Are welfare functions in interval τ for consumption vectors of q-types of goods
used for consumption and reproduction purposes. These functions are assumed to
be identical for a different interval, τ ′ 
= τ , and to be quasi-concave, strictly mono-

tonic, and differentiable functions for the N-dimensional consumption vector
⇀

Q(τ )
for each of the periods τ ∈ { 1, . . . T}. W, therefore, also has these properties.

When using Assumption 2.2, which is also common in economics,

Assumption 2.2 (for producing feasible consumption bundles) There are technol-
ogy sets that are used to produce feasible consumption bundles for each of the
τ-intervals, as well as between the intervals τ and τ + 1. These sets form a convex
and closed NT-dimensional vector space.


