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Preface

This volume contains research papers accepted and presented at the 6th
International Symposium on Modelling and Implementation of Complex Systems
(MISC 2020), held during October 24–26, 2020, in Batna, Algeria. As the previous
editions (MISC 2010 to MISC 2018), this symposium is intended as a tradition
offering open forum and meeting space for researchers working in the field of
complex systems science. This year, the MISC symposium received 113 submis-
sions from 12 countries: Algeria, Belgium, Finland, France, UK, India, Ireland,
Libya, Pakistan, Singapore, Turkey and UAE. In a rigorous reviewing process, the
Program Committee selected 21 papers, which represent an acceptance rate of 19%.
The PC included 112 researchers and 29 additional reviewers from 11 countries.
The accepted papers were organized into sessions as follows: Internet of Things and
Smart Systems, Machine Intelligence and Data Science, Cloud Computing and
Networking, and Software Technology and Model Transformations.

We would like to thank the co-chairs of the Program Committee and all its
members for their effort in the review process and the selection of the papers. We
are grateful to the Organizing Committee members from the University of Batna 2
and the University of Constantine 2 for their contribution to the success of the
symposium. Our thanks also go to the authors who submitted papers for their
interest to our symposium. Enough thanks cannot be expressed to Dr. Nabil Belala
for managing EasyChair system for MISC 2020 from submissions to proceedings
elaboration and Dr. Ahmed-Chawki Chaouche for managing the symposium Web
site.

Salim Chikhi
Allaoua Chaoui

October 2020

Abdelmalek Amine
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Dynamic Replication Based on a Data
Classification Model in Cloud Computing

Imad Eddine Miloudi , Belabbas Yagoubi(B) , and Fatima Zohra Bellounar

Laboratoire d’Informatique d’Oran - LIO, University Oran 1, Oran, Algeria
miloudi.imad@gmail.com, byagoubi@gmail.com, fbellounar@yahoo.fr

Abstract. Cloud Computing provides on demand resources for customers and
enterprises to outsource their online activities efficiently and less expensively.
However, the cloud environment is heterogeneous and very dynamic, storage node
failures and increasing demands on data can lead to data unavailability situations
leading to a decrease in quality of service. Cloud service providers face the chal-
lenge of ensuring maximum data availability and reliability. Replication of data to
different nodes in the cloud has become the most common solution for achieving
good performance in terms of load balancing, response time and availability. In
this article, we propose a new dynamic replication strategy based on a data classi-
fication model that would adapt the replication process according to user behavior
towards data. This strategy dynamically and adaptively creates the replicas neces-
sary in order to obtain the desired performance such as, reduced response time and
improved system availability while ensuring the quality of service. The solution
also attempts to meet customer requirements by respecting the SLA contract. The
CloudSim simulator was used to evaluate the proposed strategy and compare it
to other strategies. The results obtained showed an improvement in the criteria
studied in a satisfactory manner.

Keywords: Cloud computing · Dynamic replication · Classification · SLA ·
Cloudsim

1 Introduction

Cloud computing is a universal and practical model that provides services on demand
[1, 2]. Where the customer only pays for what he consumes [3]. This paradigm provides
hardware infrastructure and software as services to enterprises and users [4]. As a result,
cloud computing frees the end user from the problems of finding computing and data
storage capacity [5]. With this model, the client can choose the services he needs. All
cloud service providers must provide the right quality of service (QoS) metrics to speed
up data access, increase data availability, provide better fault tolerance and data recovery,
distribute workload and minimize bandwidth consumption [6, 7]. So the Cloud faces
several challenges which notably affect the quality of service. Several data management
systems have been proposed, to satisfy these metrics, such as the Google File System

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2021
S. Chikhi et al. (Eds.): MISC 2020, LNNS 156, pp. 3–17, 2021.
https://doi.org/10.1007/978-3-030-58861-8_1
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4 I. E. Miloudi et al.

[8] and the Hadoop distributed file system [9], all these systems adopt a key technique
which is data replication.

Replication is theprocess thatcreatesdifferent replicasof thesameserviceondifferent
nodes.With this technique, a data intensive application or system can achieve high avail-
ability, better fault tolerance and data recovery as well as high performance [6, 10]. Data
replication is indispensable for large scale systems, especially clouds. However, like each
technique, replication has many problems that must be taken into account before being
able tobenefit fromall the advantagesoffered [11].Theseproblemsgenerate several ques-
tions such as:What to replicate?,Howmany to replicate?,Where to place replicas?,When
to replicate?.

Our contribution consists in proposing a model for the management of data replica-
tion in Cloud Computing. This solution aims to optimize the performance required by
users in terms of availability and especially in terms of reduction of response time. The
proposed solution is based on a data classification model that would adapt the replication
process according to user behavior towards data. The solution also attempts to meet the
replication objectivesmentioned above. It has been implemented and simulated using the
CloudSim simulator [12] as well as the results have been compared with other existing
strategies.

The rest of the article is organized as follows: Sect. 2 cites related work. Section 3
is reserved for a detailed description of the proposed strategy. Section 4 illustrates the
experimental results and the last section concludes this work and exposes future work.

2 Related Work

There are many works which study the management of replicas in the Cloud and which
are based on different models, we can cite.

The authors of [13] study availability and workload problems in cloud computing,
by proposing a mathematical model that calculates the minimum number of replicas
in order to satisfy the availability requirements of a file and estimates the probability
of blocking the nodes in a heterogeneous environment to place the replicas. Results
demonstrate that the strategy meets availability requirements, access latency has been
improved, load balancing and system stability have been observed.

In this article [14], the authors focused on the problem of cost in could computing,
through the proposal of a new strategy called Cost effective Incremental Replication
(CIR) in datacenters. This strategy applies an incremental replication approach to min-
imize the number of replicas while meeting reliability requirements in order to achieve
cost effectiveness. In the evaluation simulation, they have demonstrated that the strategy
can significantly reduce the cost of data storage, especially when the data is stored for a
short period of time or is not very reliable.

In order to optimize energy consumption and communication delay, a new replication
solutionhas beenproposed in [15]. This solutionused a three tiered topology: core, aggre-
gation and access which are interconnected. This data replication technique improves
communication delay and network bandwidth between geographically distributed data-
centers as well as the interior of each datacenter. The performance evaluation was carried
out using GreenCloud.
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The author in [16] proposed a multi-objective dynamic replication strategy to find
the placement and replacement of replicas. In this strategy, users can define weightings
according to their own needs such as setting a higher value on expected performance. The
results demonstrate that strategy can improve performance in terms of average response
time, efficient use of the network, load balancing, frequency of replication and storage
usage.

The authors [17] proposed an algorithm that selects the best site according to the
context of the network and the data nodes which can reduce the average request time of
the file. This algorithm is based on two phases, the first reduces the search in the catalog
and the second proposes a selection model which envisages an overview of the defined
criteria to make the best selection of the replica site.

In [18] the authors presented a dynamic data replication strategy used exponential
smoothing prediction method, This strategy analyzes the access history of each file
according to the number of accesses in order to predict the optimal number of replicas.
This allows them to reduce the response time and the additional cost of the cloud storage
system.

The authors of [19] presented a dynamic replication strategy that responds to cus-
tomer needs while taking into account the benefit to the provider. This strategy is based
on estimates of expenses and revenues during the execution of a query. As a result,
replicas are distributed based on this cost. In addition, the placement is done with a
load balancing between the regions. The results indicate that strategy can significantly
increase the availability and performance of the cloud system, while taking into account
the profit of the provider.

3 The Proposed Replication Strategy

Given the large volume of data stored in the Cloud as well as the unpredictable behavior
of users who consult this data at widely varying frequencies, an adaptive data replication
model is required. We found that there are periods when data are consulted much more
than other periods, such as the summer product sales period, football championship
season, occasions, national and religious holidays, …etc. Consequently, we thought of
integrating into the replication model a data classification module which will replicate
the data predictively.

Our contribution therefore consists in proposing a replication model based on user
behavior using data classification. Thismodel will improve the response time to requests,
availability, storage capacity of nodes as well as the management of the replicas in order
to satisfy the needs of the users according to the SLA contract.

To better understand the proposed approach, we will present the diagram below
which gives a global view of the functionalities of the application (Fig. 1):
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Fig. 1. Functional diagram of the proposed strategy

3.1 Creation

3.1.1 Creating Replicas Based on Availability

Initially, the proposed strategy creates replicas according to the availability required by
the user. Data replication is necessary if the availability required in the SLA contract is
higher than the current availability of a storage node. To calculate the minimum number
of replicas that must be added to the system in order to guarantee the required availability
of the file we use the following formula 1 [20, 21]:

Afile i = 1 − (1 − Anodej)
n (1)

Then n = ln
(
1 − Afile i

)

ln
(
1 − Anodej

) (2)

Where n is the number of replicas meeting the availability for a file, Afile i is the
availability required in SLA for a file and Anodej is the availability of a storage node.

3.1.2 Creating Replicas Based on Response Time

After creating the necessary replicas to ensure availability, we will regularly test if these
replicas still satisfy the SLA response time. Otherwise, this module will be triggered.

Initially, the number of replicas to satisfy the SLA response time is calculated using
the following formula 3 [16]:

NBri =
∑n

J=1
sizei
Bj ∗ AF(i, j)

RTiSLA
(3)

Where NBri represents the number of replicas estimated for file i by responding to
the response time specified in SLA, sizei indicates the size of file i, Bj indicates the
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bandwidth of node j, AF(i, j) presents the access frequency of file i on node j, RTiSLA
is the response time specified in the SLA contract for file i.

After calculating this number, we are going to calculate the difference between the
number of replicas, NBri and the number of replicas meeting availability n which is
calculated by the formula 4.

Th = NBr − n (4)

If Th is more than zero, replication is necessary, we will then save the data with the
dates of access and the number Th. These dates will be used to classify the data. The
operation of creating response time based replicas will be repeated on a regular basis in
order to avoid violation of the SLA contract. This will enrich the histories and will be
used for the classification of data according to the dates of consultation.

3.2 Classification

This module consists to make a classification of data according to the behavior of the
users. It represents a large part of our contribution. We are leaning on the step of classi-
fication because it will help us to create and remove replicas in a dynamic and adaptive
manner. This will have like effect a profit in storage space and service on the side of
customers and providers.

In this module, we have classified the data according to the time constraint. Data
is classified according to the period when the number of accesses is very high. The
principal objective of this module is to determine the period of time when the data does
not have too much access, in order to determine its lifetime and be able to trigger the
liberation module if necessary. Another objective is the assurance of response time for
viral data.

3.2.1 Classified Data Types

• Data relating to the occasion: the data is consulted in a period less than or equal to
15 days.

• Instant data: the data was consulted in only one moment
• Viral data: the data is always consulted with a very high rate
• Unclassified data: the data has been consulted in different periods compared to
previous years.

• Half yearly data: the data has been accessed in a six month period.
• Periodic data: the data has been consulted in a period of nine months

3.2.2 The Process to Follow

The classification of data types will be determined by following several steps:

1. Union and intersection of dates by years: after creating the replicas responding to
the response time, we have as output the consultation dates by different years which
are registered with the number of replicas. The union and the intersection of these
dates give us the intervals used in the calculations below.
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2. Calculation of the number of union (Nu) and intersection days (Ni) as well as the
start and end date of each: this step will help us to determine the data membership
class, specifying on the one hand, the number of days of common consultation dates
for the intersection and on the other hand the number of days of all dates for the
union.

3. Calculation of NES (Number of days between end and start date of the inter-
section): the NES represents the difference between the start and the end date of
the intersection interval. Through this parameter, we will determine if the dates are
near or not. To determine if the data will be classified or not, the P parameter of
derogation has been proposed.

4. Calculation of the derogation parameter (P): it is a parameter that represents the
number of additional days tolerated for a data to be classified. (See the following
example)

The parameter “P” is expressed by the following formula:

P = (I [1]−U [1]) + (U [n] − I [n])

Nu − Ni
× 10 (5)

With I [1] is the first date of the intersection.U [1] indicates the first date of the union.
U [n] indicates the last date of the union. I [n] indicates the last date of the intersection.
Ni indicates the number of days of the intersection of a data. Nu indicates the number
of days of the union of a data.

To better understand the usefulness of the NES and P parameters, we will present
the following example:

Tables 1 and 2 represent the dates (days) of consultation of a file fi for two years.

Table 1. The dates of consultation of file fi during year 1.

Year 1
D1 D2 D3 D5 D7 D8 D9 D10 D60

Table 2. The dates of consultation of file fi during year 2.

Year 2
D3 D4 D5 D7 D9 D10 D11 D60

The following two tables represent the union and the intersection of the consultation
dates for file fi during two years (Tables 3 and 4).

In order to be able to classify the data «file fi», we will first calculate the parameter
NES:

NES = D60 − D3 = 57 days.
This parameter indicates to us that the dates of consultation of this file are not near, so

this file may not be classified. Calculation of the derogation parameter P, can determine
whether this data will be classified or not. For this we will do the following calculation:
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Table 3. The intersection between the dates of consultation of file fi

Year 1  Year 2
D3 D5 D7 D9 D10 D60

Table 4. The union between the dates of consultation of file fi

Year 1 U   Year 2
D1 D2 D3 D4 D5 D7 D8 D9 D10 D11 D60

The number of union (Nu) is eleven and the number of intersection (Ni) is six.

P = (D3 − D1) + (D60 − D60)
11 − 6

∗ 10 = 4 days

The value 4 represents the number of days (dates) tolerated which are nearer to
intersection interval for the data to be classified. Or D60 − D10 = 50 days. D60 is not
near the interval of the intersection, thus we can note that this data does not belong to a
category of data consulted in a certain time, which prevents it from being classified.

3.2.3 Flow Chart of the Classification Method

In what follows, we will use the following notations:

• U: the union between the years of a data i
• I: the intersection between the years of a data i
• Ni: number of intersection of a data i
• Nu: number of union of a data i
• NES: number of days between end and start date of the intersection
• P: derogation parameter for data i (Fig. 2).

3.3 Viral Data Checking Module

Viral data is data whose access frequency is always high, this will cause a significant
increase in response time. To avoid this, we used the viral data verification module in
order to create new replicas if necessary.

This module is based on an algorithm that will be executed on a regular basis. its
principle is summed up by the checking of response times in order not to violate the
SLA contract. In this case, the module will increase the availability which will have a
direct effect on the response time.
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Fig. 2. File classification flow chart

Algorithm 1: Response time check for viral data

Input: List of file classes, Current response time list for each file RT, SLA parameters
Output: Replica creation.
BEGIN
while (Data is viral) do

for each node i contains the data do 
if (Rt[i] > Tsla) then 
// Creation of replicas to meet response time
end if

end for
end while
END

3.4 Liberation

This module consists in having the created replicas deleted responding to the response
time of a data which does not belong to the unclassified and viral classes. This process
will result in an optimization of the storage space as well as a gain on the customer
and provider side. The principle consists in calculating a liberation factor for each node
having the replica in order to choose which one should delete the replicas. This factor
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is calculated by the following formula:

LFi = ASj (6)

With ASj is the available storage capacity for a node j and LFi indicates the liberation
factor.

The deletion operation is done as follows:

1. Calculation of the liberation factor for each node storing all the replicas of the Fi
file. Then sort them increasingly.

2. Suppression of replicas responding to the response time in the nodes having the
smallest liberation factors.

Algorithm 2: Liberation

Input: Matrix result of the classification algorithm, Lists of nodes concerning the 
data.  

Output: Suppression of replicas.
BEGIN
While (The data is not viral and unclassified)  do 

if (the end date of the union = current date +1) then 
for each node j do
// Calculate available storage space
ASj =
// Calculate liberation factor
LFi = ASj  

end for
// Sort ascending (LF) ;

// Delete the files in the nodes with the smallest LF according to the number of 
replicas already created by S.

end if 
end while
END

4 Implementation and Experimentation

4.1 Experimental Study

In order to validate and evaluate the behavior of the proposed replication solution, we
carried out a series of experiments using the CloudSim simulator [12] which is a good
environment for testing dynamic replication strategies.

In these experiments, we are interested in the following metrics: response time,
number of replicas created, number of replicas deleted, and free storage space.

In our experiments, the comparison of the results is mainly carried out between four
replication strategies implemented which are: the proposed strategy, CDRM [13], ADRS
[16], without using a data replication.
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4.2 Simulation Parameters

To carry out the various experiments, we used a certain number of simulation parame-
ters whose values are defined in Table 5. These parameters are the same for all of the
experiments presented.

Table 5. Simulation parameters

Parameter Value

Number of data center 6

Number of storage nodes 120

Storage capacity [30 .. 50] GB

Bandwidth of storage nodes [90 .. 130] MB/s

MIPS of processing 1000 MIPS

Number of files 100

File size [1 .. 3] GB

Total number of Cloudlets [300, 600, 900, 1200, 1500, 1800]

Length of Cloudlet [700 1000] KB

4.3 Experimental Results and Analysis

4.3.1 Response Time to Requests

In this experiment, we measure the average response time obtained with our replication
approach as well as the strategies implemented. Figure 3 shows the impact of replication
on request response time. These results show that with the increase in the number of
requests, the response time of the four strategies also increases.

The response time of the strategy without replication is high because each file is
stored in a single node, so all requests that request this file are sent to this node which
causes a high load. As a result, requests are waiting in queues and this causes increased
response time. On the other hand, CDRM, ADRS and the proposed strategies increase
the availability of replicas which improves the response time.

From Fig. 3, we notice a significant decrease in response time by applying the
proposed strategy. A gain of 66.2% is observed compared to the approach without repli-
cation, 52.4% compared to the CDRM strategy and 33.9% compared to the ADRS
strategy.

Our strategy gives a better response time, because it regularly replicates files that
do not meet the response time of the SLA contract, this by determining the minimum
number of replicas that must be added to the system to ensure the required response time.
On the other hand, in the CDRM strategy, the number of replicas created that respond
to the response time is determined statically according to a threshold and does not adapt
to the behavior of cloud users. Concerning ADRS, the problem of creating replicas is
not treated, the creation in this strategy is done in a random way.
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Fig. 3. Average response time based on change in number of requests.

4.3.2 Number of Replicas Created

In this experiment, we are studying the contribution of our strategy regarding the number
of replicas created. We compared only three strategies because the strategy without
replication does not replicate data dynamically. Figure 4 shows that the ADRS strategy

Fig. 4. Representation the number of replicas created.
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creates the highest number of replicas. One would think that the proposed approach
createsmanymore replicas because this creation is done according to two criteria namely
availability and response time. However, the results show that the number of replicas
created does not exceed that of theADRSmethod and bettermeets the other QoS criteria.
The number of replicas created by the CDRMmethod was predictable because although
it is dynamic, this method does not adapt to user behavior.

4.3.3 Number of Replicas Deleted

Fig. 5. Representation the number of replicas deleted

Figure 5 represents the number of replicas deleted for the three algorithms during the
whole simulation. In the proposed strategy, we note that the number of replicas deleted
is the highest, because it uses a liberation module which deletes the replicas when their
consultation intervals have expired. Concerning ADRS, it only uses a replacement mod-
ule that is triggered when the storage space is insufficient. For CDRM, it is completely
logical that the number of deleted replicas should be the smallest because it depends on
the number of replicas created.

After analyzing the results, we found that the frequency of creation/deletion in the
CDRM method is the highest. Other methods handle data better (See Table 6).
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Table 6. Number of replicas created and deleted.

Strategy Number of replicas created Number of replicas deleted

Proposed strategy 2193 1553

ADRS 2203 1321

CDRM 539 392

4.3.4 Storage Usage

Fig. 6. Storage resource usage

Figure 6 shows the rate of space used in relation to total space. Note that the percentage
of storage space used is directly related to the number and size of replicas created and
deleted during the simulation, because it is not a question of replicating any request to
meet the quality of service. In the proposed strategy, the variation of the data classes
influences the number of replicas deleted, therefore directly on the storage space used.

The storage space used in the proposed approach is less than the ADRS approach
with a difference of 10.8% and higher than the CDRMapproachwith only a difference of
6.9%.Wecan conclude that the proposed approach appropriately uses themanagement of
replica storage in the nodes, while improving response time compared to other strategies.

5 Conclusion

Cloud Computing offers customers the most adaptable services to their needs, it is
based on an economic model which allows to users to be invoiced only on the share of
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resource use. However, the Cloud faces several challenges that notably affect the quality
of service or the reliability of data. Replica management is one of the most important
issues in the Cloud, which greatly affects the performance of the cloud system. In this
article, we have proposed a new replication strategy that adapts to unpredictable user
behavior, by integrating a data classificationmodule that will replicate data in an adaptive
manner. It consists of replicating the data dynamically in the nodes according to an
availability required by the user, in order to improve availability and reduce response
time. The proposed replication solution has four main phases which are: creation of
replicas, data classification, release of storage space and verification of compliance with
the SLA contract. To experiment and validate our work, we implemented and simulated
our strategy under Cloudsim, with the goal of comparing the results with two existing
strategies (CDRM and ADRS). The results obtained from our experiences have shown
that the proposed strategy has satisfactorily improved the criteria studied.

This work has opened up some interesting perspectives which we summarize in the
following points: i) integrate a replica consistency management service, ii) validate our
proposal in a real cloud, iii) use the classification module for the prediction.
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