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Preface

Cyberthreats remain important and strategically relevant in both developed and
developing economies. For example, in the “Worldwide threat assessment of the
US intelligence community (January 29, 2019)1, it was reported that:

Our adversaries and strategic competitors will increasingly
use cyber capabilities – including cyber espionage, attack,
and influence—to seek political, economic, and military
advantage over the United States and its allies and partners

Hence, there is a need to keep a watchful brief on the cyberthreat landscape,
particularly as technology advances and new cyberthreats emerge. This is the
intention of this conference proceedings.

This conference proceedings contains 12 regular papers and 4 short papers from
the 2020 National Cyber Summit Research Track. The proceedings also includes
one invited paper. The 2020 National Cyber Summit was originally planned to be
held in Huntsville, Alabama, from June 2 to 4, 2020. However, due to the COVID-
19 pandemic, all tracks of the 2020 National Cyber Summit, except the Research
Track, were delayed until June 2021. The 2020 National Cyber Summit Research
Track was held via video conference on June 3 and 4. Authors from each selected
paper presented their work and took questions from the audience.

The papers were selected from submissions from universities, national labora-
tories, and the private sector from across the USA, Bangladesh, and Slovenia. All
of the papers went through an extensive review process by internationally recog-
nized experts in cybersecurity.

The Research Track at the 2020 National Cyber Summit has been made possible
by the joint effort of a large number of individuals and organizations worldwide.
There is a long list of people who volunteered their time and energy to put together
the conference and deserved special thanks. First and foremost, we would like to
offer our gratitude to the entire Organizing Committee for guiding the entire process

1https://www.dni.gov/files/ODNI/documents/2019-ATA-SFR—SSCI.pdf.
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of the conference. We are also deeply grateful to all the Program Committee
members for their time and efforts in reading, commenting, debating, and finally
selecting the papers. We also thank all the external reviewers for assisting the
Program Committee in their particular areas of expertise as well as all the authors,
participants, and session chairs for their valuable contributions.

Tommy Morris
Kim-Kwang Raymond Choo

General Chairs

Gilbert L. Peterson
Eric Imsand

Program Committee Chairs
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Experiences and Lessons Learned
Creating and Validating Concept
Inventories for Cybersecurity

Alan T. Sherman1(B) , Geoffrey L. Herman2 , Linda Oliva1 ,
Peter A. H. Peterson3 , Enis Golaszewski1 , Seth Poulsen2 ,

Travis Scheponik1 , and Akshita Gorti1

1 Cyber Defense Lab, University of Maryland, Baltimore County (UMBC),
Baltimore, MD 21250, USA

sherman@umbc.edu
2 Computer Science, University of Illinois at Urbana-Champaign,

Urbana, IL 61801, USA
glherman@illinois.edu

3 Department of Computer Science, University of Minnesota Duluth,
Duluth, MN 55812, USA

pahp@d.umn.edu

http://www.csee.umbc.edu/people/faculty/alan-t-sherman/,

http://publish.illinois.edu/glherman/, http://www.d.umn.edu/∼pahp/

Abstract. We reflect on our ongoing journey in the educational Cyber-
security Assessment Tools (CATS) Project to create two concept inven-
tories for cybersecurity. We identify key steps in this journey and impor-
tant questions we faced. We explain the decisions we made and discuss
the consequences of those decisions, highlighting what worked well and
what might have gone better.

The CATS Project is creating and validating two concept inventories—
conceptual tests of understanding—that can be used to measure the effec-
tiveness of various approaches to teaching and learning cybersecurity. The
Cybersecurity Concept Inventory (CCI) is for students who have recently
completed any first course in cybersecurity; the Cybersecurity Curricu-
lum Assessment (CCA) is for students who have recently completed an
undergraduate major or track in cybersecurity. Each assessment tool com-
prises 25 multiple-choice questions (MCQs) of various difficulties that tar-
get the same five core concepts, but the CCA assumes greater technical
background.

Key steps include defining project scope, identifying the core con-
cepts, uncovering student misconceptions, creating scenarios, drafting
question stems, developing distractor answer choices, generating educa-
tional materials, performing expert reviews, recruiting student subjects,
organizing workshops, building community acceptance, forming a team
and nurturing collaboration, adopting tools, and obtaining and using
funding.

Creating effective MCQs is difficult and time-consuming, and cyberse-
curity presents special challenges. Because cybersecurity issues are often

c© Springer Nature Switzerland AG 2021
K.-K. R. Choo et al. (Eds.): NCS 2020, AISC 1271, pp. 3–34, 2021.
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4 A. T. Sherman et al.

subtle, where the adversarial model and details matter greatly, it is chal-
lenging to construct MCQs for which there is exactly one best but non-
obvious answer. We hope that our experiences and lessons learned may
help others create more effective concept inventories and assessments in
STEM.

Keywords: Computer science education · Concept inventories ·
Cryptography · Cybersecurity Assessment Tools (CATS) ·
Cybersecurity education · Cybersecurity Concept Inventory (CCI) ·
Cybersecurity Curriculum Assessment (CCA) · Multiple-choice
questions

1 Introduction

When we started the Cybersecurity Assessment Tools (CATS) Project [44] in
2014, we thought that it should not be difficult to create a collection of 25 multiple
choice questions (MCQs) that assess student understanding of core cybersecurity
concepts. Six years later, in the middle of validating the two draft assessments we
have produced, we now have a much greater appreciation for the significant dif-
ficulty of creating and validating effective and well-adopted concept inventories.
This paper highlights and reflects on critical steps in our journey, with the hope
that our experiences can provide useful lessons learned to anyone who wishes
to create a cybersecurity concept inventory, any assessment in cybersecurity, or
any assessment in STEM.1

Cybersecurity is a vital area of growing importance for national competi-
tiveness, and there is a significant need for cybersecurity professionals [4]. The
number of cybersecurity programs at colleges, universities, and training centers
is increasing. As educators wrestle with this demand, there is a corresponding
awareness that we lack a rigorous research base that informs how to prepare
cybersecurity professionals. Existing certification exams, such as CISSP [9], are
largely informational, not conceptual. We are not aware of any scientific analysis
of any of these exams. Validated assessment tools are essential so that cyberse-
curity educators have trusted methods for discerning whether efforts to improve
student preparation are successful [32]. The CATS Project provides rigorous
evidence-based instruments for assessing and evaluating educational practices;
in particular, they will help assess approaches to teaching and learning cyberse-
curity such as traditional lecture, case study, hands-on lab exercises, interactive
simulation, competition, and gaming.

We have produced two draft assessments, each comprising 25 MCQs. The
Cybersecurity Concept Inventory (CCI) measures how well students understand
core concepts in cybersecurity after a first course in the field. The Cybersecurity
Curriculum Assessment (CCA) measures how well students understand core con-
cepts after completing a full cybersecurity curriculum. Each test item comprises
a scenario, a stem (a question), and five alternatives (answer choices comprising
1 Science, Technology, Engineering, and Mathematics (STEM).
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a single best answer choice and four distractors). The CCI and CCA target the
same five core concepts (each being an aspect of adversarial thinking), but the
CCA assumes greater technical background. In each assessment, there are five
test items of various difficulties for each of the five core concepts.

Since fall 2014, we have been following prescriptions of the National Research
Council for developing rigorous and valid assessment tools [26,35]. We carried
out two surveys using the Delphi method to identify the scope and content of the
assessments [33]. Following guidelines proposed by Ericsson and Simon [13], we
then carried out qualitative interviews [40,45] to develop a cognitive theory that
can guide the construction of assessment questions. Based on these interviews, we
have developed a preliminary battery of over 30 test items for each assessment.
Each test item measures how well students understand core concepts as identified
by our Delphi studies. The distractors (incorrect answers) for each test item are
based in part on student misconceptions observed during the interviews. We
are now validating the CCI and CCA using small-scale pilot testing, cognitive
interviews, expert review, and large-scale psychometric testing [31].

The main contributions of this paper are lessons learned from our experiences
with the CATS Project. These lessons include strategies for developing effective
scenarios, stems, and distractors, recruiting subjects for psychometric testing,
and building and nurturing effective collaborations. We offer these lessons, not
with the intent of prescribing advice for all, but with the hope that others may
benefit through understanding and learning from our experiences. This paper
aims to be the paper we wished we could have read before starting our project.

2 Background and Previous and Related Work

We briefly review relevant background on concept inventories, cybersecurity
assessments, and other related work. To our knowledge, our CCI and CCA are
the first concept inventories for cybersecurity, and there is no previous paper
that presents lessons learned creating and validating any concept inventory.

2.1 Concept Inventories

A concept inventory (CI) is an assessment (typically multiple-choice) that mea-
sures how well student conceptual knowledge aligns with accepted conceptual
knowledge [23]. Concept inventories have been developed for many STEM disci-
plines, consistently revealing that students who succeed on traditional classroom
assessments struggle to answer deeper conceptual questions [6,14,19,23,28].
When students have accurate, deep conceptual knowledge, they can learn more
efficiently, and they can transfer their knowledge across contexts [28]. CIs have
provided critical evidence supporting the adoption of active learning and other
evidence-based practices [14,19,20,29]. For example, the Force Concept Inven-
tory (FCI) by Hestenes et al. [23] “spawned a dramatic movement of reform in
physics education.” [12, p. 1018].
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For CIs to be effective, they need to be validated. Unfortunately, few CIs
have undergone rigorous validation [34,47]. Validation is a chain of evidence
that supports the claims that an assessment measures the attributes that it
claims to measure. This process requires careful selection of what knowledge
should be measured, carefully constructing questions that are broadly accepted
as measuring that knowledge, and providing statistical evidence that the assess-
ment is internally consistent. The usefulness of a CI is threatened if it fails any
of these requirements. Additionally, a CI must be easy to administer, and its
results must be easy to interpret—or they can easily be misused. Critically, CIs
are intended as research instruments that help instructors make evidence-based
decisions to improve their teaching and generally should not be used primarily
to assign student grades or to evaluate a teacher’s effectiveness.

Few validated CIs have been developed for computing topics; notable excep-
tions include the Digital Logic Concept Inventory [22] (led by CATS team mem-
ber Herman) and early work on the Basic Data Structures Inventory [37]. None
has been developed for security related topics.

2.2 Cybersecurity Assessment Exams

We are not aware of any other group that is developing an educational assessment
tool for cybersecurity. There are several existing certification exams, including
ones listed by NICCS as relevant [11].

CASP+ [8] comprises multiple-choice and performance tasks items including
enterprise security, risk management, and incident response. OSCP [41] (offensive
security) is a 24-hour practical test focusing on penetration testing. Other exams
include CISSP, Security+, and CEH [7,9,46], which are mostly informational,
not conceptual. Global Information Assurance Certification (GIAC) [10] offers a
variety of vendor-neutral MCQ certification exams linked to SANS courses; for
each exam type, the gold level requires a research paper. We are unaware of any
scientific study that characterizes the properties of any of these tests.

2.3 Other Related Work

The 2013 IEEE/ACM Computing Curriculum Review [25] approached the anal-
ysis of cybersecurity content in undergraduate education from the perspective
of traditional university curriculum development. Later, the ACM/IEEE/AIS
SIGSEC/IFIP Joint Task Force on Cybersecurity Education (JTF) [15] devel-
oped comprehensive curricular guidance in cybersecurity education, releasing
Version 1.0 of their guidelines at the end of 2017.

To improve cybersecurity education and research, the National Security
Agency (NSA) and Department of Homeland Security (DHS) jointly sponsor
the National Centers of Academic Excellence (CAE) program. Since 1998, more
than 300 schools have been designated as CAEs in Cyber Defense. The require-
ments include sufficiently covering certain “Knowledge Units” (KUs) in their
academic programs, making the CAE program a “significant influence on the
curricula of programs offering cybersecurity education” [16].
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The NICE Cybersecurity Workforce Framework [30] establishes a common
lexicon for explaining a structured description of professional cybersecurity posi-
tions in the workforce with detailed documentation of the knowledge, skills, and
abilities needed for various types of cybersecurity activities.

More recently, the Accreditation Board of Engineering and Technology
(ABET) has included, in the 2019–2020 Criteria for Accrediting Computing Pro-
gram, criteria for undergraduate cybersecurity (or similarly named) programs.
ABET has taken an approach similar to that of the CAE program, requiring
coverage of a set of topics without requiring any specific set of courses.

In a separate project, CATS team member Peterson and his students [24,36]
worked with experts to identify specific and persistent commonsense misconcep-
tions in cybersecurity, such as that “physical security is not important,” or that
“encryption is a foolproof security solution.” They are developing a CI focusing
on those misconceptions.

3 Key Steps and Takeaways from the CATS Project

We identify the key steps in our journey creating and validating the CCI and
CCA. For each step, we comment on important issues, decisions we made, the
consequences of those decisions, and the lessons we learned.

3.1 Genesis of the CATS Project

On February 24–25, 2014, Sherman, an expert in cybersecurity, participated in a
NSF workshop to advise NSF on how to advance cybersecurity education. NSF
occasionally holds such workshops in various areas and distributes their reports,
which can be very useful in choosing research projects. The workshop produced
a list of prioritized recommendations, beginning with the creation of a concept
inventory [5]. At the workshop, Sherman met one of his former MIT officemates,
Michael Loui. Sherman proposed to Loui that they work together to create such
a concept inventory. About to retire, Loui declined, and introduced Sherman to
Loui’s recent PhD graduate Herman, an expert in engineering education. With-
out meeting in person for over a year, Sherman and Herman began a productive
collaboration. Loui’s introduction helped establish initial mutual trust between
Sherman and Herman.

3.2 Defining Scope of Project and Assessment Tools

As with many projects, defining scope was one of the most critical decisions of the
CATS Project. We pondered the following questions, each of whose answers had
profound implications on the direction and difficulty of the project. How many
assessment tools should we develop? For what purposes and subject populations
should they be developed? In what domain should the test items be cast? Should
the test items be MCQs?
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We decided on creating two tools: the CCI (for students in any first course
in cybersecurity) and CCA (for recent graduates of a major or track in cyber-
security), because there is a strong need for each, and each tool has different
requirements. This decision doubled our work. Creating any more tools would
have been too much work.

Our driving purpose is to measure the effectiveness of various approaches
to teaching cybersecurity, not to evaluate the student or the instructor. This
purpose removes the need for a high-stakes test that would require substantial
security and new questions for each test instance. By contrast, many employers
who have talked with us about our work have stated their desire for an instru-
ment that would help them select whom to hire (our assessments are neither
designed nor validated for that high-stakes purpose).

Ultimately, we decided that all test items should be cast in the domain of
cybersystems, on the grounds that cybersecurity takes place in the context of
such systems. Initially, however, we experimented with developing test items that
probed security concepts more generally, setting them in a variety of every-day
contexts, such as building security, transportation security, and physical mail.
Both approaches have merit but serve different purposes.

Following the format of most concept inventories, we decided that each test
item be a MCQ. For more about MCQs and our reasons for using them, see
Sect. 4.

3.3 Identifying Core Concepts

The first major step in creating any concept inventory is to identify the core
concepts to be tested. We sought about five important, difficult, timeless, cross-
cutting concepts. These concepts do not have to cover cybersecurity compre-
hensively. For example, the Force Concept Inventory targets five concepts from
Newtonian dynamics, not all concepts from physics. To this end, we engaged 36
cybersecurity experts in two Delphi processes, one for the CCI and one for the
CCA [33]. A Delphi process is a structured process for achieving consensus on
contentious issues [3,18].

An alternative to the Delphi process is the focus group. Although focus
groups can stimulate discussions, they can be influenced strongly by person-
alities and it can be difficult to organize the results coherently. For example,
attempts to create concept maps for cybersecurity via focus groups have strug-
gled to find useful meaning in the resulting complex maps, due to their high
density.2

Delphi processes also have their challenges, including recruiting and retain-
ing experts, keeping the experts focused on the mission, and processing expert
comments, including appropriately grouping similar comments. We started with
36 experts in total, 33 for CCI, 31 for CCA, and 29 in both. We communicated
with the experts via email and SurveyMonkey. For each process, approximately
20 experts sustained their efforts throughout. Many of the experts came with

2 Personal correspondence with Melissa Dark (Purdue).
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strongly held opinions to include their favorite topics, such as policy, forensics,
malware analysis, and economic and legal aspects. We completed the two Delphi
processes in parallel in fall 2014, taking about eight weeks, conducting initial
topic identification followed by three rounds of topic ratings. Graduate research
assistant Parekh helped orchestrate the processes. It is difficult to recruit and
retain experts, and it is a lot of work to process the large volume of free-form
comments.

The first round produced very similar results for both Delphi processes,
with both groups strongly identifying aspects of adversarial thinking. Therefore,
we restarted the CCI process with an explicit focus on adversarial thinking.
After each round, using principles of grounded theory [17], we grouped similar
responses and asked each expert to rate each response on a scale from one to
ten for importance and timeliness. We also encouraged experts to explain their
ratings. We communicated these ratings and comments (without attribution) to
everyone. The CCA process produced a long list of topics, with the highest-rated
ones embodying aspects of adversarial thinking.

In the end, the experts came to a consensus on five important core concepts,
which deal with adversarial reasoning (see Table 1). We decided that each of the
two assessment tools would target these same five concepts, but assume different
levels of technical depth.

Table 1. The five core concepts underlying the CCI and CCA embody aspects of
adversarial thinking.

1 Identify vulnerabilities and failures

2 Identify attacks against CIA triada and authentication

3 Devise a defense

4 Identify the security goals

5 Identify potential targets and attackers
a
CIA Triad (Confidentiality, Integrity, Availability).

3.4 Interviewing Students

We conducted two types of student interviews: talk-aloud interviews to uncover
student misconceptions [45], and cognitive interviews as part of the validation
process [31]. We conducted the interviews with students from three diverse
schools: UMBC (a public research university), Prince George’s Community Col-
lege, and Bowie University (a Historically Black College or University (HBCU)).
UMBC’s Institutional Review Board (IRB) approved the protocol.

We developed a series of scenarios based on the five core concepts identi-
fied in the Delphi processes. Before drafting complete test items, we conducted
26 one-hour talk-aloud interviews to uncover misconceptions, which we subse-
quently used to generate distractors. During the interviews we asked open-ended
questions of various difficulties based on prepared scenarios. For each scenario,
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we also prepared a “tree” of possible hints and follow-up questions, based on the
student’s progress. The interviewer explained that they wanted to understand
how the student thought about the problems, pointing out that the interviewer
was not an expert in cybersecurity and that they were not evaluating the stu-
dent. One or two cybersecurity experts listened to each interview, but reserved
any possible comments or questions until the end. We video- and audio-recorded
each interview.

We transcribed each interview and analyzed it using novice-led paired the-
matic analysis [45]. Labeling each section of each interview as either “correct” or
“incorrect,” we analyzed the data for patterns of misconceptions. Four themes
emerged: overgeneralizations, conflated concepts, biases, and incorrect assump-
tions [45]. Together, these themes reveal that students generally failed to grasp
the complexity and subtlety of possible vulnerabilities, threats, risks, and miti-
gations.

As part of our validation studies, we engaged students in cognitive interviews
during which a student reasoned aloud while they took the CCI or CCA. These
interviews helped us determine if students understood the questions, if they
selected the correct answer for the correct reason, and if they selected incorrect
answers for reasons we had expected. These interviews had limited contributions
since most subjects had difficulty providing rationales for their answer choices.
The interviews did reveal that specific subjects had difficulty with some of the
vocabulary, prompting us to define selected terms (e.g., masquerade) at the
bottom of certain test items.

Although there is significant value in conducting these interviews, they are a
lot of work, especially analysis of the talk-aloud interviews. For the purpose of
generating distractors, we now recommend very strongly the simpler technique
of asking students (including through crowdsourcing) open-ended stems, without
providing any alternatives (see Sect. 3.7).

3.5 Creating Scenarios

To prepare for our initial set of interviews (to uncover student misconceptions),
we created several interview prompts, each based on an engaging scenario. Ini-
tially we created twelve scenarios organized in three sets of four, each set includ-
ing a variety of settings and difficulty levels.

We based our first CCI test items on the initial twelve scenarios, each test
item comprising a scenario, stem, and five answer choices. Whenever possible, to
keep the stem as simple as possible, we placed details in the scenario rather than
in the stem. Initially, we had planned to create several stems for each scenario,
but as we explain in Sect. 4, often this plan was hard to achieve. Over time, we
created many more scenarios, often drawing from our life experiences. Sometimes
we would create a scenario specifically intended to target a specific concept (e.g.,
identify the attacker) or topic (e.g., cyberphysical system).

For example, one of our favorite CCI scenarios is a deceptively simple one
based on lost luggage. We created this scenario to explore the concept of iden-
tifying targets and attackers.
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Lost Luggage. Bob’s manager Alice is traveling abroad to give a sales
presentation about an important new product. Bob receives an email with
the following message: “Bob, I just arrived and the airline lost my luggage.
Would you please send me the technical specifications? Thanks, Alice.”

Student responses revealed a dramatic range of awareness and understanding
of core cybersecurity concepts. Some students demonstrated lack of adversarial
thinking in suggesting that Bob should simply e-mail the information to Alice,
reflecting lack of awareness of potential threats, such as someone impersonat-
ing Alice or eavesdropping on the e-mail. Similarly, others recognized the need
to authenticate Alice, but still recommended e-mailing the information without
encryption after authenticating Alice. A few students gave detailed thoughtful
answers that addressed a variety of concerns including authentication, confiden-
tiality, integrity, policy, education, usability, and best practices.

We designed the CCA for subjects with greater technical sophistication, for
which scenarios often include an artifact (e.g., program, protocol, log file, system
diagram, or product specification). We based some CCA test items directly on
CCI items, adding an artifact. In most cases we created entirely new scenarios.
In comparison with most CCI scenarios, CCA scenarios with artifacts require
students to reason about more complex real-world challenges in context with
specific technical details, including ones from the artifact. For example, inspired
by a network encountered by one of our team members, the CCA switchbox
scenario (Fig. 1) describes a corporate network with switchbox. We present this
scenario using prose and a system diagram and use it to target the concept of
identifying security goals. As revealed in our cognitive interviews, these arti-
facts inspired and challenged students to apply concepts to complex situations.
A difficulty in adding artifacts is to maintain focus on important timeless con-
cepts and to minimize emphasizing particular time-limited facts, languages, or
conventions.

Responses from our new crowdsourcing experiment (Sect. A) suggest that
some subjects were confused about how many LANs could be connected through
the switch simultaneously. Consequently, we made one minor clarifying edit to
the last sentence of the scenario: we changed “switch that physically connects the
computer to the selected LAN” to “switch that physically connects the computer
to exactly one LAN at a time.”

Switchbox. A company has two internal Local Area Networks (LANs): a
core LAN connected to an email server and the Internet, and an accounting
LAN connected to the corporate accounting server (which is not connected
to the Internet). Each desktop computer has one network interface card.
Some computers are connected to only one of the networks (e.g., Comput-
ers A and C). A computer that requires access to both LANs (e.g., Com-
puter B) is connected to a switchbox with a toggle switch that physically
connects the computer to exactly one LAN at a time.
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Fig. 1. CCA switchbox scenario, which includes an artifact of a network diagram with
switchbox.

Comparing the CCI “lost luggage” scenario to the CCA “switchbox” scenario,
one can see that the CCI scenario is simple, requiring few details to be clear.
On the other hand, the CCA scenario requires the Consideration and analysis
of a greater number of facts and properties of the system. Some of these facts,
such as “[the accounting LAN] is not connected to the Internet” and that “each
desktop computer has one network interface card,” may have been added in
discussion as the problem developers required clarification in their discussion of
the scenario. In conjunction with the artifact, the scenario serves to constrain
the problem in such a way that the system can be well-understood.

3.6 Drafting Stems

Drafting a stem requires careful consideration of several points, in the context
of the scenario and alternatives. Each test item should primarily target one
of the five core concepts, though to some degree it might involve additional
concepts. The stem should be meaningful by itself, and an expert should be able
to answer it even without being provided any of the alternatives. We try to to
keep each stem as focused and short as reasonably possible. To this end, we
try to place most of the details into the scenario, though stems may add a few
supplemental details. Each test item should measure conceptual understanding,
not informational knowledge, and not intelligence. Throughout we consider the
“Vanderbilt” guidelines [2], which, among other considerations, caution against
negatively worded stems, unless some significant learning outcome depends on
such negativity (e.g., “What should you NOT use to extinguish an oil fire?”).
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There are many pitfalls to avoid, including unclear wording, ambiguity,
admitting multiple alternatives, using unfamiliar words, and being too easy or
too hard. As a rule of thumb, to yield useful information, the difficulty of each
test item should be set so that at least 10%, and at most 90%, of the subjects
answer correctly. We try hard to leave nothing to the subject’s imagination, mak-
ing it a mistake for subjects to add details or assumptions of their own creation
that are not explicitly in the scenario or stem.

To carry out the detailed work of crafting test items, we created a problem
development group, whose regular initial members were cybersecurity experts
Sherman, Golaszewski, and Scheponik. In fall 2018, Peterson joined the group.
Often during our weekly CATS conference calls, we would present a new CCI
item to Herman and Oliva, who are not cybersecurity experts. It was helpful to
hear the reactions of someone reading the item for the first time and of someone
who knows little about cybersecurity. An expert in MCQs, Herman was especially
helpful in identifying unintentional clues in the item. Herman and Oliva were
less useful in reviewing the more technical CCA test items.

We created and refined stems in a highly iterative process. Before each meet-
ing, one member of the problem development group would prepare an idea, based
strongly on one of our core concepts. During the meeting, this member would
present their suggestion through a shared Google Doc, triggering a lively dis-
cussion. Other members of the group would raise objections and offer possible
improvements, while simultaneously editing the shared document. Having exactly
three or four members present worked extremely well for us, to provide the diverse
perspectives necessary to identify and correct issues, while keeping the discussion
controlled enough to avoid anarchy and to permit everyone to engage. Over time
we became more efficient and skilled at crafting test items, because we could better
overcome predictable difficulties and avoid common missteps.

Sometimes, especially after receiving feedback from students or experts, we
would reexamine a previously drafted test item. Having a fresh look after the
passage of several weeks often helped us to see new issues and improvements.

Continuing the switchbox example from Sect. 3.5, Fig. 2 gives three versions
of this CCA stem during its evolution. In Version 1, we deemed the open-ended
phrasing as too subjective since it is impossible for the subject to determine
definitely the network design’s primary intent. This type of open-ended stem
risks leading to multiple acceptable alternatives, or to one obviously correct
alternative and four easily rejected distractors. Neither of these outcomes would
be acceptable.

In Version 2, instead of asking about the designer’s intent, we ask about secu-
rity goals that this design supports. We also settled on a unified language for stems,
using the verb “choose,” which assertively emphasizes that the subject should
select one best answer from the available choices. This careful wording permits the
possibility that the design might support multiple security goals, while encourag-
ing one of the security goals to be more strongly supported than the others.

Seeking even greater clarity and less possible debate over what is the best
answer, we iterated one more time. In Version 3, we move away from the possibly
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Version 1: What security goal is this design primarily intended to meet?
Version 2: Choose the security goal that this design best supports.
Version 3: Choose the action that this design best prevents.

Fig. 2. Evolution of the stem for the CCA switchbox test item.

subjective phrase “goal that this design best supports” and instead focus on
the more concrete “action that this design best prevents.” This new wording
also solves another issue: because the given design is poor, we did not wish
to encourage subjects to think that we were praising the design. This example
illustrates the lengthy, careful, detailed deliberations we carried out to create
and refine stems.

3.7 Developing Distractors

Developing effective distractors (incorrect answer choices) is one of the hard-
est aspects of creating test items. An expert should be able to select the best
answer easily, but a student with poor conceptual understanding should find
at least one of the distractors attractive. Whenever possible, we based distrac-
tors on misconceptions uncovered during our student interviews [45]. Concretely
doing so was not always possible in part because the interviews did not cover
all of the scenarios ultimately created, so we also based distractors on general
misconceptions (e.g., encryption solves everything). The difficulty is to develop
enough distractors while satisfying the many constraints and objectives.

For simplicity, we decided that each test item would have exactly one best
(but not necessarily ideal) answer. To simplify statistical analysis of our assess-
ments [31], we decided that each test item would have the same number of
alternatives. To reduce the likelihood of guessing correctly, and to reduce the
required number of test items, we also decided that the number of alternatives
would be exactly five. There is no compelling requirement to use five; other
teams might choose a different number (e.g., 2–6).

Usually, it is fairly easy to think of two or three promising distractors. The
main difficulty is coming up with the fourth. For this reason, test creators might
choose to present four rather than five alternatives. Using only four alternatives
(versus five) increases the likelihood of a correct guess; nevertheless, using four
alternatives would be fine, provided there are enough test items to yield the
desired statistical confidence in student scores.

As we do when drafting stems, we consider the “Vanderbilt” guidelines [2],
which include the following: All alternatives should be plausible (none should be
silly), and each distractor should represent some misconception. Each alternative
should be as short as reasonably possible. The alternatives should be mutually
exclusive (none should overlap). The alternatives should be relatively homoge-
neous (none should stand out as different, for example, in structure, format,
grammar, or length). If all alternatives share a common word or phrase, that
phrase should be moved to the stem.
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Care should be taken to avoid leaking clues, both within a test item and
between different test items. In particular, avoid leaking clues with strong dic-
tion, length, or any unusual difference among alternatives. Never use the alter-
natives “all of the above” or “none of the above;” these alternatives complicate
statistical analysis and provide little insight into student understanding of con-
cepts. If a negative word (e.g., “NOT”) appears in a test item, it should be
emphasized to minimize the chance of student misunderstandings. As noted in
Sect. 3.6, typically stems should be worded in a positive way.

To develop distractors, we used the same interactive iterative process
described in Sect. 3.6. We would begin with the correct alternative, which for
our convenience only during test item development, we always listed as Alter-
native A. Sometimes we would develop five or six distractors, and later pick the
four selected most frequently by students. To overcome issues (e.g., ambiguity,
possible multiple best answers, or difficulty coming up with more distractors),
we usually added more details to the scenario or stem. For example, to constrain
the problem, we might clarify the assumptions or adversarial model.

Reflecting on the difficulty of conducting student interviews and brain-
storming quality distractors, we investigated alternate ways to develop distrac-
tors [38,39]. One way is to have students from the targeted population answer
stems without being offered any alternatives. By construction, popular incorrect
answers are distractors that some subjects will find attractive. This method has
the advantage of using a specific actual stem. For some test items, we did so
using student responses from our student interviews. We could not do so for all
test items because we created some of our stems after our interviews.

An even more intriguing variation is to collect such student responses through
crowdsourcing (e.g., using Amazon Mechanical Turk [27]). We were able to do so
easily and inexpensively overnight [38,39]. The main challenges are the inability
to control the worker population adequately, and the high prevalence of cheaters
(e.g., electronic bots deployed to collect worker fees, or human workers who
do not expend a genuine effort to answer the stem). Nevertheless, even if the
overwhelming majority of responses are gibberish, the process is successful if
one can extract at least four attractive distractors. Regardless, the responses
require grouping and refinement. Using crowdsourcing to generate distractors
holds great promise and could be significantly improved with verifiable controls
on the desired workers.

Continuing the switchbox example from Sects. 3.5 and 3.6, we explain how we
drafted the distractors and how they evolved. Originally, when we had created
the scenario, we had wanted the correct answer to be preventing data from being
exfiltrated from the accounting LAN (Alternative D is a more specific instance
of this idea). Because the system design does not prevent this action, we set-
tled on the correct answer being preventing access to the accounting LAN. To
make the correct answer less obvious, we worded it specifically about employees
accessing the accounting LAN from home. Intentionally, we chose not to use
a broader wording about people accessing the accounting LAN from the Inter-
net, which subjects in our new crowdsourcing experiment (Sect. A) subsequently
came up with and preferred when presented the open-ended stem without any
alternatives.


