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While perhaps all fields of study have at some point in the course of their 
existence interacted with other disciplines and exchanged such things as 
theories, concepts, metaphors, methods, instruments and measurement 
systems, the extent to which this so-called epistemic transfer has occurred 
with respect to linguistics appears to be exceptional. In many cases, epis-
temic and methodological transfer with both the sciences and the human-
ities have been documented but the underlying philosophical issues have 
not always been adequately addressed. The present volume hopes, that by 
bringing a diverse set of scholars in a range of fields connected to the 
study of language, the important philosophical and interdisciplinary 
questions can be approached and new avenues for research developed.

The aim of this volume, therefore, is to find out how linguistics inter-
acts with neighboring disciplines such as philology, literary studies, phi-
losophy, logic, mathematics, computer science and the cognitive sciences. 
Questions of the mathematical foundations of the subject, the cognitive 
implications, and the historical connections take center stage throughout 
the volume. A number of chapters overlap in their objectives but each 
offers unique insight into the central questions under discussion.

We have also aimed at showcasing the work of academics from not 
only different areas of expertise but also varying positions from emerging 
scholars to more established figures in the their respective fields across 
three continents. The result is a book that aims above all to interest any 
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student or advanced scholar who is connected in any way to the study of 
language and more broadly general questions of diachronic and cross-
disciplinary interaction.

Cape Town, South Africa� Ryan M. Nefdt
Tampere, Finland� Carita Klippi
The Hague, The Netherlands� Bart Karstens
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Introduction

Ryan M. Nefdt, Carita Klippi, and Bart Karstens

The philosophy and science of language are emerging multidisciplinary 
fields of investigation (Scholz et al. 2016; Kempson et al. 2012; Nefdt 
2019). Driven by both the advancements in other fields and sui generis 
results, some internal and others external, the study of language has at 
times been a conduit to the study of the mind, brain, a lens into societal 
structure, literature and human history. It is therefore only fitting that a 
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full length volume be devoted to the disciplinary connections between 
linguistics and those fields both past and present. This volume aims to 
bring together a diverse set of scholars from around the disciplinary land-
scape to delve into questions related to the history, philosophy, and theo-
retical interplay between the study of language and fields as distant as 
logic, physics, biology, classical philology, and cognitive neuroscience.

As stated in the preface, all academic disciplines have at some point 
exchanged theories, concepts, metaphors, methods, instruments, etc. 
with other (proto-) disciplines in the course of their existence, the extent 
to which this so-called epistemic transfer has occurred with respect to the 
study of language appears to be exceptional. This has of course not gone 
unnoticed in the historiography of linguistics, and many cases of epis-
temic transfer with both the sciences and the humanities have been docu-
mented. Yet, the vast majority of these studies remain ‘isolated’, in the 
sense that they are not compared to other case studies of epistemic trans-
fer, nor are they linked to each other where this would actually be both 
appropriate and insightful. The goal of the volume is to find out why and 
how linguistics exhibited the extraordinary capacity to interact frequently, 
and in many different ways, with other disciplines across the academic 
spectrum.

This volume of essays is additionally aimed at bringing together schol-
ars from theoretical linguistics, history, classical studies, philosophy, 
logic, computer science, evolutionary theory and cognitive science in 
order to approach the study of language across these disciplines and 
beyond. The theoretical approaches in philosophy include experts from 
both the analytic and continental traditions.

With each chapter a new avenue of insights and critique are brought 
forth. From the philosophical side, what sets this volume apart from 
some recent work on the philosophy of linguistics such as Ludlow (2011) 
or Tomalin (2006) is the expansion of the linguistic frameworks under 
discussion. Although generative linguistics features prominently in a 
number of chapters (Chaps. 2, 3, 6, 9, and 13), sociolinguistics (Chap. 
6), structuralism (Chaps. 11 and 13), neurolinguistics (Chap. 11), cogni-
tive linguistics (Chap. 9), and computational linguistics (Chaps. 4 and 
13) all receive due philosophical and historical treatment. Additionally, 
on a broader level, diachronic or historical linguistics is considered in 

  R. M. Nefdt et al.
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Chap. 7, Chap. 8 discusses linguistic metatheory, Chap. 5 scientific dis-
course analysis and Chap. 14 incorporates metaphor studies.

The multiplicity of phenomena often leads scientists of any particular 
discipline to seek unifying principles for their object of study. The nature 
of language presents such a multiplicity. A search for such unification 
could lead to an eternal pursuit of a theory of everything, which would 
give the ultimate explanation of the linguistic universe. However, a true 
integral and total linguistics is unrealistic. Instead of tempting a unified 
theory to apprehend the slippery character of language, interdisciplinary 
exchanges have provided, one at a time, different solutions to translate 
the essential substance of language.

The focus on epistemic transfer shifts the center of attention to what 
unites academic disciplines instead of what divides them. This shift is in 
tune with a trend in present-day historiography of science to break down 
barriers between academic fields. The term ‘science’ is perhaps already 
inappropriate, if with science we would exclude the humanities. ‘History 
of knowledge’ is more in spirit of moving beyond disciplinary categories, 
although this prompts the question of the difference between ‘scientific’ 
knowledge and other forms of knowledge such as practical skills and 
knowledge by acquaintance.

In various places it has been argued recently that the persistent notion 
of a divide between the sciences and humanities has to be seriously quali-
fied for at least two reasons (Graff 2015, von Dongen and Paul 2017). 
First, the line of division has in the past been drawn in different ways and 
for different reasons. If these demarcations are a local construct we can-
not speak of a fundamental divide between the sciences and humanities. 
Second, it can be demonstrated that the sciences and humanities shared 
ideas or even have common origins. This volume is a further contribution 
to the growing body of literature that supports this claim.

Historians of science have developed a number of concepts that can 
help us to study interdisciplinary interaction. Well-known are Thomas 
Gieryn’s idea of ‘boundary work’ and Peter Galison’s notion of ‘trading 
zone’ (Galison 1997). For Gieryn boundaries between disciplines are not 
permanent but are instead continuously negotiated during “boundary 
work” (Gieryn 1999). He concludes that disciplinary boundaries are 
porous: that is, boundary work may involve boundary crossing. Galison 
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has tried to capture the constant redrawing of boundaries between the 
instrumental, experimental and theoretical subdisciplines of physics, 
with the trading zone concept. The trading zone is a place of interaction 
in which a hybrid community seeks ways to communicate, often through 
new forms of interlanguage. Trading zones can thus be the springboard 
for new institutional structures and new categories of knowledge. To 
zoom in closer on what is actually transferred during disciplinary interac-
tion the concept of ‘cognitive goods’ has recently been proposed (Bod 
et al. 2019). ‘Cognitive goods’ is an umbrella term intended to refer to 
anything that can be exchanged by practitioners i.e. methods, concepts, 
models, metaphors, formalisms, principles, modes of representation, 
argumentative and demonstrative techniques, technical instruments, 
institutional arrangements, and intellectual, theoretical, and epistemic 
virtues. The cognitive goods concept is meant to serve as a springboard 
for systematic analysis of ‘flows’ between disciplines which have occurred 
throughout the history of science.

What follows is a brief summary of each chapter grouped around four 
general broad themes, linguistics and the formal sciences, linguistics and 
the natural sciences, linguistics and the cognitive sciences and finally lin-
guistics and the humanities.

1	 �Contributions to This Volume

Jaroslav Peregrin’s chapter entitled “Syntax and Semantics in Linguistics 
and Logic” launches an investigation into the very notion of syntactic 
form within formal linguistics and formal logic respectively. He details 
the nature of formal properties as it is applied within linguistic and math-
ematical logic settings while touching on issues of syntax in semantics, 
cognitive science, and AI. He argues that the concept of syntax has played 
a crucial role in the development of modern logic and linguistics. Despite 
this its definition is not unequivocal, especially in cases where no clarifi-
cation is given as to which of its various senses is being employed at a 
given time. Peregrin takes pains to distinguish these senses and shows 
that doing so provides philosophical fecundity in a number of settings, 
both theoretical and applied in both logic and linguistics.

  R. M. Nefdt et al.
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While Peregrin’s chapter offers a high-level theoretical exploration of 
the very concept of syntax, D. Terence Langendoen in his “Negation of 
entities and a reanalysis of the logic of reciprocity” showcases the connec-
tion between logic and linguistics directly by providing a mathematical 
linguistic analysis of the syntax of negation and reciprocity in natural 
language. This is a highly technical work linking advanced concepts in 
mathematics (Dedekind orderings) to natural language phenomena, e.g. 
the logic of multiple negation to reciprocity. Langendoen’s chapter pres-
ents novel results toward a novel conclusion taking formal structures and 
applying them to linguistic phenomena.

Katrin Erk’s chapter “Variations on abstract semantic spaces” moves to 
an overview of the connections between linguistics and computer science 
by surveying the vast and technical landscape of lexical semantics. She 
discusses the various computational means of representing semantic 
space. Semantic spaces represent the meanings of words and phrases as 
objects in space. Her chapter concerns abstract semantic spaces which are 
formalisms that, in one way or another, make use of the idea of meaning 
as a space. Although a complete account which allows for inference to 
sentence meaning is still unclear, Erk presents promising computational 
research possibilities for this eventual extension.

Finally, to close off the linguistics and formal sciences theme, Adrien 
Mathy mounts an argument that the formalization and the mathematiza-
tion of linguistics was accompanied by adhering to a specific scientific 
ethos that linguists actively sought to exemplify. Thus non-epistemological 
factors played an important role in the acceptance of concepts from for-
eign fields. Additionally, in his chapter “Mathematical transfers in lin-
guistics: A dynamic between ethos and formalization as a process of 
scientific legitimization”, Mathy proposes a case study on the mathema-
tization of linguistics through a publication of Antoine Culioli, La 
formalisation en linguistique (1968). The article aims at showing that dis-
ciplinary transfer does not concern only the conceptual apparatus as 
such, but also the belief system, the author has chosen to call “ethos” (in 
the footsteps of the French tradition in rhetoric and discourse analysis).

The theme shifts to the connections with the natural sciences in 
Johannes Woschitz’ chapter “Scientific realism and linguistics: Two sto-
ries of scientific progress”. Here he draws on the scientific realism debate 

1  Introduction 



6

in the philosophy of science to assess progress in two linguistic subdisci-
plines, namely Chomskyan syntax and the Labovian study of phonologi-
cal change. He analyses the historical developments of Universal Grammar 
(UG) and Labov’s internal factors as case studies. He then claims that the 
history shows continuity and similarity in development between these 
two disciplines, as in both cases epistemologically ‘expensive’ concepts 
have been challenged and re-theorized. Woschitz makes use of contem-
porary work on scientific models, realism, theory comparison and the 
Kuhnian sociology of science to put forward his picture of scientific 
continuity.

The next chapter by Unni Leino, Kaj Syrjänen and Outi Vesakoski 
“Linguistic change and biological evolution” explores the interaction 
between linguistics and biology, with specific focus on the analogy 
between linguistic change and biological evolution. They argue that gen-
eral evolutionary meta-theories give support for finding and using simi-
larities between biology and linguistics. But they caution that such 
general theories are often too general for the task of adapting specific 
tools from one field to another which requires detailed analysis of both 
fields. Nevertheless, they are optimistic that there exists between biology 
and linguistics, a network of functional similarities which extends from 
evolutionary biology and historical linguistics to population biology and 
dialectology/sociolinguistics.

Lastly, under this umbrella theme is Esa Itkonen’s chapter “Three mod-
els for linguistics: Newtonian Mechanics, Darwinism, Axiomatics”. In 
characteristic style, Itkonen discusses the history of three major influ-
ences on linguistics but goes further to ask the value-laden questions of 
whether or not these three particular influences, classical mechanics, 
Darwinism evolutionary theory and axiomatic logic have been beneficial, 
harmful, or irrelevant to its development. He suggests that axiomatics 
provided a better model for two specific desiderata of linguistic theory, 
systematization and causal explanation respectively, but outlines its weak-
nesses with relation to applied settings as well as provides a convincing 
case for why the other two major influences fail in terms of the aforemen-
tioned desiderata.

The next overarching theme concerns the relationship between linguis-
tics and the cognitive sciences. The first chapter by Ryan M. Nefdt “The 

  R. M. Nefdt et al.
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Role of Language in the Cognitive Sciences” aims to present a case for 
why language and linguistics should retain a central role in the emerging 
Second Generation Cognitive Science. He provides a historical overview 
of the initial cognitive revolution in the late 1950s and the philosophical 
as well as historical reasons language occupied a leading position in the 
nascent interdisciplinary project before using architectural considerations 
to suggest that language still has much to offer the scientific study of the 
mind in the twenty-first century.

Els Elffers shifts the timeline back further to the relation between 
aphasiology and linguistics in the nineteenth century in her “Linguistics 
and brain science: (dis-) connections in 19th century aphasiology”. In her 
chapter, she presents a nuanced picture of nineteenth century interaction 
between linguistics and aphasiology. Unlike many of the other chapters 
in the volume which highlight interdisciplinary cross-pollination, Elffers 
asks why there was only minimal contact between these two disciplines at 
a time when there was scientific developments at their intersection. She 
pays special attention to Steinthal’s contribution to aphasiology. His 
chapter on language disorders has been referred to as a unique and prom-
ising example of interdisciplinary neurolinguistics-avant-la-lettre. She 
argues that although this is an overstatement, Steinthal’s text bears wit-
ness of psychological sophistication, but is not a programmatic plea for a 
new linguistically-informed approach to aphasiology. Her narrative is 
intriguing and aims to provide clues to historical interdisciplinary mys-
teries at the core of language studies and brain science in the nineteenth 
century.

Finally, Giosuè Baggio takes us back to trends of epistemic transfer in 
contemporary neurolinguistics with his chapter entitled “Epistemic 
transfer between linguistics and neuroscience: Problems and prospects”. 
This chapter focuses on cases of successful, partial, and failed unidirec-
tional epistemic transfer between theoretical linguistics and neuroscience. 
He distinguishes between three types of transfer, depending on the nature 
of the linguistic knowledge involved: type-A knowledge, about language 
as such, essentially invariant across theories or formalisms; type-B knowl-
edge, about alternative formal analyses of basic structures and operations 
in language; type-C knowledge, about the application of various compu-
tational methods to analyzing or modeling behavioral or neural data. He 
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argues that successful epistemic transfer may be achieved, under certain 
conditions, with type-A and type-C knowledge, but suggests that Type-B 
transfer has not led so far to new knowledge of the neural correlates and 
mechanisms of linguistic computation. He concludes that greater theo-
retical emphasis on algorithmic-level analyses, via a revised notion of lin-
guistic competence and a new model of epistemic transfer, can bring 
formal linguistics and neuroscience closer together. He also discusses the 
possible role of a computationalist psycholinguistics as a ‘bridge science’, 
that could serve the aim of linking linguistics and neuroscience.

The final theme puts the connections between the human sciences and 
linguistic under the lens. Anna Novokhatko in her “Linguistics meets 
hermeneutics: reading early Greek epistemological texts” argues that the 
interaction between linguistics and philology is reciprocal and benefits 
both fields tremendously. She cautions that this connection can all too 
often be forgotten by formal/mathematical approaches, but her analysis 
of pre-classical Ancient Greek epistemological texts shows that there is 
hope for synthesis. Much like Langendoen’s chapter which provides both 
logical and linguistic analysis of particular constructions, Novokhatko 
analyzes the texts of Pindar, Theognis, Archilochus, Heraclitus, 
Xenophanes and many others. She advocates the position that analysis of 
formal structure may crucially hinge on content analysis (and vice versa).

Maintaining the historical textual analysis, Jacqueline Léon in her 
chapter “On the history of models in American linguistics” tracks the 
emergence of the term “model” through various epochs of modern for-
mal linguistics. She argues that the use of the term stabilized with the 
Chomskyan paradigm but not before various detours and appropriations 
from formal logic, model theory, proof theory, and stochastic approaches 
such as Markov models. Her analysis shows more than a terminological 
issue in that it provides a glimpse into the evolution of the mathematical 
concept within linguistic practice.

Carita Klippi argues that metaphors can be understood as interdisci-
plinary vehicles, but also that they form an integral part of theory forma-
tion within scientific disciplines. She focuses on the metaphor of ‘life of 
language’ in the second half of nineteenth century linguistics and shows 
how this metaphor induced historicist and organicist theoretical linguis-
tic conceptions, given rise to diverging notions of what kind of science 
linguistics actually is. Modes of validation of knowledge are not just 
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9

discipline specific, they may differ within the same discipline depending 
on diverging interpretations of the same metaphor.

Finally, Kate Hazel Stanton’s chapter “Linguistics and Philosophy: 
Breakup Song” ends the book with a critical look at the future of the 
interaction between linguistics and philosophy. She reviews past successes 
and suggests that it was the undeveloped nature of linguistics at the time 
that accounted for most of them. She argues that despite rhetorical flour-
ish and reflection on erstwhile interactions, there is now a growing meth-
odological chasm between the disciplines. One that will ultimately hinder 
continued interdisciplinary interchange. Nonetheless, she concludes by 
considering some promising avenues for fruitful collaboration between 
the fields in the future.
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2
The Complexities of Syntax

Jaroslav Peregrin

1	 What Is Syntax?

What is syntax? The primary sense of the word is usually explained as 
“the way in which linguistic elements (as words) are put together to 
form constituents (as phrases or clauses)” and “the part of grammar 
dealing with this” (this particular wording is taken from the Merriam-
Webster Dictionary). This, of course, can be generalized to not neces-
sarily linguistic systems, so that it becomes something as the way in 
which elements of a constructional system are put together to form constitu-
ents, where a constructional system is anything where some wholes are 
assembled out of some parts. (Merriam-Webster reflects this, I think 
not very successfully, by listing a second case of “a connected or orderly 
system: harmonious arrangement of parts or elements <the syntax of 
classical architecture>”).
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The term syntax comes from the Greek syntaxis (σύνταξις—“putting 
together, order or arrange”), which is a combination of the prefix syn- 
(σύν—“together”) with taxis (ταξις—“arrangement”). Note that syntax 
in this sense is always a matter of a system of items: it is about how items 
of the system are constructed from other items of the system (e.g. how 
expressions of a language are constructed from other expressions). It is 
obvious that an item may count as simple w.r.t. a system (like a word 
w.r.t. the system of expressions of English), while counting as complex 
with respect to another system (like the same word w.r.t. the system of all 
compounds of English letters).

The first treatise devoted to syntax as a linguistic discipline is almost as 
old as the term itself; it was written by the Greek scholar Apollonius 
Dyscolus under the telling title Peri syntáxeos. However, a systematic 
study of syntax is not older than some two centuries (Graffi 2001). In his 
path-breaking Syntactic Structures (1957), Chomsky writes:

Syntax is the study of the principles and processes by which sentences are 
constructed in particular languages. Syntactic investigation of a given lan-
guage has as its goal the construction of a grammar; that can be viewed as 
a device of some sort for producing the sentences of the language 
under analysis.

In the context of modern linguistics, syntax is one part of linguistics, 
its other parts being semantics, morphology, phonetics etc. However, 
outside of the context of linguistics we can often encounter the simplified 
opposition syntax × semantics.

Probably the widest leakage of this mostly technical concept outside of 
the narrowly scientific circles is due to the philosopher John Searle: he 
used it to back up his claim that computers can never think, because, as 
Searle (1980) puts it, “the computer ... has a syntax but no semantics” 
(p. 423). This has been, since then, broadly accepted as a revelatory state-
ment; and even many of those who did not quite agree with Searle, took 
this as an illuminating way of framing the discussion; and the framework 
is still widely accepted. However, independently of whether we agree 
with Searle or not, is the concept of syntax as he employs it the same—or 
similar—to that used by Chomsky and other linguists?

  J. Peregrin
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In the 1930’s, the concept of syntax also moved to the center of discus-
sions in logic, especially in connection with the path-breaking results of 
Gödel (1930, 1931). The logician who became famous by his painstaking 
analyses of the concept is Rudolf Carnap. What he was after was putting 
the concept of syntax, along with the concept of semantics, on firmer 
conceptual foundations, for he became aware that without this, it would 
be impossible to secure firm conceptual foundations for modern logic. In 
his Introduction to Semantics (Carnap 1942),1 he famously divides the 
general theory of language, which he calls semiotics, into syntax, semantics 
and pragmatics as follows:

In an application of language, we may distinguish three chief factors, the 
speaker, the expression uttered, and the designatum of the expression, i e. 
that to which the speaker intends to refer by the expression. In semiotics, 
the general theory of signs and languages, three fields are distinguished. An 
investigation of a language belongs to pragmatics if explicit reference to a 
speaker is made, it belongs to semantics, if designata but not speakers are 
referred to, it belongs to syntax, if neither speakers nor designata but only 
expressions are dealt with. (p. 8)

Again, it is not quite clear whether this explication of the concept is 
compatible with the ways it is handled by either Chomsky or Searle.

2	 Syntatic Versus Formal Properties

While syntax, we saw, concentrates on “the way elements are put together 
to form constituents”, the opposition between syntax and semantics may 
lead to a broader construal of syntax, such that it encompasses all proper-
ties an expression has “by itself ”, independently of what it may mean or 
designate, all its “internal” properties. (Semantic properties are then 
“external” ones, such that we have conferred on it to let it mean or desig-
nate something.) According to Carnap, syntax is a theory of formal rules 

1 Similar ideas can be found already in his earlier writings—viz., e.g., Carnap (1939). It is not with-
out interest that, as was pointed out to me by A. Klev, Carnap (1932) uses the term semantics as a 
synonym for logical syntax. See Tuboly (2017) for a thorough discussion.
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governing linguistic forms. In The Logical Syntax of Language (Carnap 
1934), he explains the term formal as follows:

A theory, a rule, a definition, or the like is to be called formal when no 
reference is made in it either to the meaning of the symbols (for example, 
the words) or to the sense of the expressions (e.g. the sentences), but simply 
and solely to the kinds and order of the symbols from which the expres-
sions are constructed. (p. 1)

Hence the concept of formal property is much broader than that of 
syntactic property as we have conceived of it up to now. The fact, however, 
is that the terms “syntactic” is often used, even by Carnap, in the sense of 
formal. Hence an important disambiguation—we must distinguish 
between the two possible senses of syntactic so that we keep using the 
term syntactic in the narrower sense and we engage the term formal for the 
broader sense.

Consider, for the sake of illustration, a “language” constituted by the 
following list of names:

Ann
Bob
Cynthia
John
Jill
Juliet
Rachel

In the terminology we have introduced, they do not have any (non-
trivial2) syntactic properties (none of the names consists of other names 
on the list), but they have a lot of formal properties. They have, for 
example, various phonetic properties: some of them are, for instance, 
mono-syllabic. Or they consist of different numbers of letters.3 On the 

2 Of course, they all have the trivial property «to be simple, not to be composed of anything».
3 Remember that the classification of a property as syntactic depends on what we take the system in 
question to be. If, for example, we took the list as a part of a more exclusive system containing also 
all the letters of the English alphabet, then the items would have a lot of properties that would be 
syntactic.
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