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Preface

As digital technologies, the Internet and social media become increasingly inte-
grated into society, a proliferation of digital footprint of human and societal
behaviours are generated in our daily lives. All these data provide opportunities to
study complex social systems, by the empirical observation of patterns in
large-scale data, quantitative modelling and experiments. The social data revolution
has not only produced new business models, but has also provided policymakers
with better instruments to support their decisions.

This book consists of a selection of the papers presented at the Second
International Conference on Data Science and Social Research held in Milan in
February 2019 (https://www.dssr2019.unimib.it). The conference aimed to stimu-
late the debate between scholars of different disciplines about the so-called data
revolution in social research. Statisticians, computer scientists and experts on social
research discussed the opportunities and challenges of the social data revolution to
create a fertile ground for addressing new research problems.

The volume collects 30 contributions focused on the topics for complex social
systems. Several papers deal in new methodological developments to extract social
knowledge from large scale data sets and new social research about human beha-
viour and society with large datasets, either mined from various sources (e.g. social
media, communication systems) or created via controlled experiments. Moreover,
some contributions analysed integrated systems to take advantage of new social
data sources; others discussed big data quality issues, both as a reformulation of
traditional representativeness and validity and as emerging quality aspects such as
access constraints, which may produce inequalities.

All contributions were subjected to peer-review and are listed in alphabetical
order of the first author.
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Digital Methods and the Evolution
of the Epistemology of Social Sciences

Enrica Amaturo and Biagio Aragona

Abstract After ten years that the debate on big data, computation and digital
methods has been a contested epistemological terrain between somewhowere gener-
ally optimistic, and others who were generally critical, a large group of scholars,
nowadays, supports an active commitment by social scientists to face the digital
dimension of social inquiry. The progressive use of digital methods needs to be
sustained by an abductive, intersubjective and plural epistemological framework that
allows to profitably include big data and computation within the different paradig-
matic traditions that coexist in our disciplines. In order to affirm this digital epis-
temology it is critical to adopt a methodological posture able to elaborate research
designs with and against the digital, trying to exploit what digital techniques can
give as added value, but going to test their reliability, alongside others techniques,
including qualitative ones.

1 Introduction

Big data, computation, and digital methods have been a contested epistemological
terrain for the last decade of social research. In this controversy, oversimplifying,
we have had two groups, with different postures on the matter. On one side, those
who were generally optimistic, on the other side, those who were generally critical
(Salganik 2018).

Since the advent of big data, the epistemological debate has then developed
between twoopposites: revolution and involution.According to revolution, disruptive
technical changes transform in better both the sciences and themethods once consoli-
dated within the different scientific disciplines (Lazer 2009; Mayer-Schonberger and
Cuckier 2012). On the contrary, involution states that digital methods and big data
impoverish social sciences and their method (Boyd and Crawford 2012), becoming
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2 E. Amaturo and B. Aragona

a threat to the empirical sociology based on surveys and interviewing (Savage and
Burrows 2007).

These views developed around twomain topics: the quality of digital data, and the
role of technology in social research. “Revolutionary” scholars believe thatmore data
automatically lead to better research. This actually is not sustained by facts. Loads of
data may actually increase the level of “noise” in data, so we can hardly distinguish
rumors form signals (Torabi Asr and Taboada 2019). Moreover, more data does not
mean better data tout court, because the risk of garbage in - garbage out is higher
(Kitchin and Lauriault 2015). For these reasons, scholars who maintain involution
are critical with the quality of digital data sources, which are mainly secondary data
repurposed with new objectives. In analog research most of the data that were used
for social research were created with the purpose of research, while in digital social
research huge amount of data are created by corporations and organizations with the
intent of making profit, delivering services, or administering public affairs.

In a similarway, optimistics are enthusiast about the possibilities opened by digital
technology, while critics contrast the adoption of technology. Scholars who sustain
the revolution in social sciences believe that technology is the driver of innovation
and of advances in knowledge. This technological determinism promotes an idea
in which the scientific disciplines stands at the passive end (Marres 2017), with
technology being a force of improvement for research. On the contrary, most critics
believe that the reconfigurability of digital infrastructures and devices is contested
and it needs continue demonstration and testing. Big data and digital methods are
effective as far as we would be in the condition to inspect the theoretical assumptions
within the data and the socio-technical processes that shape them.

After ten years that the debate on big data and digital methods has developed on
these two opposite visions, a large group of scholars, nowadays, supports an active
commitment by social scientists to face the digital dimension of social inquiry (Orton-
Jhonson and Prior 2013; Lupton 2014; Daniels and Gregory 2016). On this basis,
instead of opposing revolution and involution, it should be more correct to talk about
an epistemic evolution. These scholars advocate that in order to effectively improve
the unfolding of social phenomena, digital methods and big data have to be integrated
with traditional data sources and methods already existing in social sciences. The
works developed by these scholars focus on the definition of an epistemology of
social research that adopts a critical posture on the role that digital technology must
have in scientific research, but, at the same time, creative on the possibilities offered
by technology to research (Marres 2017; Halford and Savage 2017).

In this article, we argue that one way to do that is concentrating more efforts on
the construction of research designs for and against the digital. With the objective
to avoid ideological positions about the role of digital methods in social research,
we should then promote an active engagement in testing the different instruments of
digital research, such as big data, machine learning, platforms analytics, search as
research tools, and so on. Moreover, digital technologies carry the risk of flattening
social research only on two phases: data analysis, and communication of results.
The development of techniques for elaborating increasingly large databases—which
often are not even fully understood by social scientists (Kitchin 2014a)—pushes to
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consider the process of research as an analytical process, effectively neglecting the
other research phases. Likewise, data visualization and infographics, which are so
fundamental to digital data communication, can produce the same risks (Halford and
Savage 2017). One possible answer to these concerns is again to invest more efforts
in developing digital research designs. By refocusing the attention on the research
design we can restore importance to all the other research phases.

2 Revolution

The idea that digital methods, computation and big data are revolutionary for social
sciences has developed upon three main epistemic features: objectivity, induction
and computation.

The objectivity leaves from the fact that reality is considered independent from
technology and sociality. Big data, platforms and digital ecosystems are seen as
windows on the social reality. The scientific method is data driven, and—resting on
the possibility to track human behavior with unprecedented fidelity and precision—
exploring existing data may be more useful than building models on why the people
behave the way they do. The objectivity of reality has the further consequence of
repurposing the dualism between the researcher and the reality, between subject and
object, that is typical of positivism. What is different with early positivism is the
objective of research, which is more centered on quantification and description than
on looking for causes of phenomena. Data are the core of this approach to social
science, and computational methods are the required tools to learn from these data.
This view on the digital is often espoused by scholars in quantitative computational
social sciences (Lazer 2009) and data science.

The revolutionary idea has been also sustained by discussions about innova-
tion in social research, which are more methodological than epistemological (i.e.
if digital techniques should be considered new or not (Marres 2017). The new-vs-
old dichotomy was firstly promoted by Rogers (2013), which distinguished between
digitized and digital native techniques. The former are those that already existed
in analog form, and that are “migrated” on the web (for example web surveys and
digital ethnography), the latter are those “born” on the web, such as web scraping
techniques, and search as research tools. The division of digital methods in these two
groups has at least two weaknesses that may be envisaged. First of all, those who
advocate the existence of digital native techniques propose the idea of methodolog-
ical development as guided by technology. Technology= new; social sciences= old.
Furthermore, this opposition implies that the development of research methods in
social sciences should come from the “outside”, from disciplines such as computer
science and data science. But, all the techniques that are having great relevance in
digital research: “have an inter-disciplinary origin … and can be qualified as” mixed
“techniques, in the sense that they combine computational elements and sociolog-
ical elements” (Marres 2017, p. 104). Halford (2013) believes that digital techniques
are not at all “alien” to social sciences, but rather that the techniques incorporated
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in digital platforms and devices are built on consolidated and lasting methodolog-
ical principles. By stressing the revolution of social sciences and their methods,
scholars focus on ruptures instead than on connections, with the result that the conti-
nuity between traditions of social research and digital techniques will no longer be
recognized.

In order to clarify this point, there is the example of the analytics that have been
developed by Google to do research through searches made on its search engine. By
using these analytics, such as Google Trends, Google carried out a famous study on
the ability to predict the propagation of influenza before the research institute (CDC)
that was responsible for measuring its spread. That work (Ginsberg et al. 2009) was
used to state that digital native techniques enabled forms of analysis that could not
be realized before (Mayer-Schonberger and Cuckier 2012; Rogers 2013). Abbott
(2011), however, noted that these tools rested on very traditional forms of analysis.
For example, Trends uses the analysis of temporal and territorial series to count
how many times keywords have been searched on the search engine. That is, even
if the technique is innovative with respect to the technological and computational
aspects, the underlying methodological principle is very old. It would then make
more sense, even at the methodological level, to appropriately examine how digital
techniques lead/do not lead to social research method evolution, rather than focusing
the attention on its revolution.

3 Evolution

It is not difficult to support the idea that big data, digital methods and computation
contribute to an evolution of social research methods, and more generally of social
sciences. The spreading of large databases from a variety of sources gives the possi-
bility of doing research inmanyways, and of improving techniques that were already
used in the past (i.e., content analysis and network analysis). At the same time, crit-
ical data science research (Iliadis and Russo 2016) is emerging, with the aim to assess
the social consequences of the processes of digitalization, and consequent datafica-
tion, of various sectors of society. The collection, analysis and processing of data,
networks and relationships through digital methods therefore manages to create also
new points of contact between digital and not digital social science (Orton-Jhonson
and Prior 2013; Daniels and Gregory 2016).

This evolutionary posture starts with an active commitment by social scientists
to confront with the technological dimension of social inquiry. Its main features are:
intersubjectivity, abduction and mixed methods.

Intersubjectivity refers to the fact that social reality is dependent on the socio-
technical activities that are made to grasp it. Data are not a simple reflection of a
world that “is”, but are thoroughly “produced”. The separation between object and
subject must be overcome. It acknowledges the role of platforms (Van Dijck et al.
2018) and «methodological dispositifs» (Ruppert 2013) in shaping reality.
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Digital platforms are changing with a velocity that is not usual for social science
data (Chandler et al. 2019). For example, with longitudinal survey data, breaks in
the series are rare and very carefully implemented inside the overall longitudinal
research design. On the contrary, platforms change all the time, and changes occur in
at least three ways (Salganik 2018): they may change in who is using them, in how
they are used, and in how the platform work. Some examples are: during 2012 US
Presidential Election the proportions of tweets by women increased and decreased
from day to day; Facebook in Italy started to be a social network to reconnect the
school community, and now is used also as a form of advertising; in 2018 Twitter
decided to double the number of digits in tweets from 140 to 280. All these kinds of
changes may have an impact on research results.

Also the “methodological dispositifs” may impact on results. “Methodological
dispositifs” are the material objects and ideas that configure the ways we do research.
They are not simply research methods, but they are also the same objects of anal-
ysis. To understand the role played by these dispositifs a close inspection of data
assemblages should be realized (Kitchin 2014b; Aragona 2017). Data assemblage is
a complex socio-technical system composed of many elements and elements that are
thoroughly entwined, whose central concern is the production of data. These assem-
blages are made of two main activities: a technical process, (operational definitions,
selection, data curation) which shape the data as it is, and a socio-cultural process,
which shapes the background knowledge (beliefs, instruments and other things that
are shared in a scientific community). Researching big data assemblages may help
to unpack digital black boxes (Pasquale 2015) and increase our knowledge about the
processes of algorithms construction (Aragona and Felaco 2018), the effects of data
curation on research results (Aragona et al. 2018), the values into data.

Moreover, according to evolution, neo-empiricism—the data-firstmethod—has to
be rejected. Social sciences must preserve themain tenets of the post-positivist scien-
tificmethod, but at the same timepromote the joint use of induction anddeduction. For
the advocates of evolution, scientific knowledge is pursued using “guided” compu-
tational techniques to discover hypotheses to be submitted to subsequent empirical
control. The process is guided because the existing theories are used to direct the
development of the discovery and not—as in quantitative computational science—to
identify all the existing relationships in a database. Instead, the way in which data is
constructed or re-analyzed is guided by some assumptions, supported by theoretical
and practical knowledge and experience of how technologies and their configurations
are able to produce valid and relevant empirical material for research. In practice,
the method used is abductive (Pierce 1883), and aims to insert unexpected results in
an interpretative framework.

Consequently, also the opposition between correlation and causation can be over-
come. Despite the fact that quantitative computational social science has become
the most widespread way of doing computational social science, it should not be
forgotten that the ambitions of the authors who wrote the Manifesto of Computa-
tional Social Science (Conte et al. 2012) were different. Conte (2016) underlines
that at the beginning there was no quantitative approach, but computational social
science was mainly generative and aimed to unveil the mechanisms that produce
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social phenomena through simulations in informational ecosystems. This way of
doing CSS has produced many theories about social phenomena such as coopera-
tion, coordination and social conventions. Quantitative CSS, instead, it dismissed the
search for the causes of social phenomena. The theoretical ambitions of the authors of
the Manifesto have been supplanted by an emphasis on quantification and descrip-
tion, mainly because, as Merton first noted (1968), science goes to sectors where
there is abundance of data.

Finally, evolutionary social science epistemology assumes that more or less
computational analytical methods have become the standard of social research, but
at the same time, it does not consider it an imperative. It may be useful to produce
new visions of social phenomena through digital methods, but their methodological
capacity should be constantly tested. The use of these techniques must be openly
discussed, evaluating the impacts on research designs, on the formulation of ques-
tions and, when necessary, on hypothesis testing strategies. The already citedGoogle
Flu Trends research is a good example of that. After early enthusiasm, the use of
search queries to detect the spread of flu turned to be tricky. Over time, researchers
discovered that the estimates were not so much better than that of a simple model
that calculates the amount of flu based on a linear extrapolation from the two most
recent measurements of flu prevalence (Goel et al. 2010). Moreover, estimates were
prone to short-term failure and long-term decay. More specifically, during the Swine
Flu pandemic, the trends overestimated the amount of influenza, probably because
people change their search behavior during a global pandemic. It was only thank
to the control of their results with those that are collected by the US Centers for
Disease Control (CDC), which are regularly and systematically collected from care-
fully sampled doctors around US, that researchers were able to develop more precise
estimates. Studies that combine big data sources with researcher-collected data will
enable companies and governments to produce more accurate and timely measures.

4 Conclusions

If social sciences want to benefit from the opportunities of big data, computation and
digital methods, the path to follow is adopting an epistemological perspective that
not only overcomes the revolution-involution dichotomy, and the new methods-old
methods one, but that also call to question some of the main dichotomy that have
characterized epistemology of social sciences since recently, such as: subject-object;
induction-deduction; correlation-causation.

First of all, intersubjectivity, and the attention to the context in which the repre-
sentations of phenomena to be investigated are realized, constitute a fundamental
starting points for an epistemology of the digital. Indeed, digital technologies have
confirmed that the objects of study, and the subjects who study, both actively co-
construct data. As highlighted by Lupton (2014), from the moment in which digital
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research techniques are used, they are theorized. Therefore, it is not possible to sepa-
rate the digital analysis as an object of study, from the analysis with digital techniques
itself, because both require focusing on the ways in which they are co-constituted.

A second point, linked to the first, is that a digital epistemology that wants
to avoid the simplistic positions of neoempirists must pay more attention to the
process. Although big data and computational techniques are able to analyze social
phenomena in real time,most of the digital data represents a set of snapshots of events
that update very quickly. Nothing that registers big data can capture the processes
or mechanisms that determine the changes that are detected by the data (O’Sullivan
2017). Causation cannot be obtained exclusively through big data.

Moreover, technological determinism should be overcome. Digital methods may
be an interesting and promising way to inspire social sciences only if we are able to
inspect the theoretical premises that are embedded in the data, and the socio-technical
processes that determined their final form. Recognizing the role of technology in the
configurations of social research does not imply technological determinism, and that
technology must guide scientific knowledge.

Epistemology of the digital needs to become concrete through the definition of
a creative and critical method, that elaborates research designs with and against the
digital (Marres 2017). These designs try to exploit what digital techniques can give
as added value, but at the same time are going to test their reliability, alongside others
techniques, including qualitative ones.

It is only in an abductive, intersubjective and critical epistemological framework
and through a mixed and creative method that the current technological character of
the digital social inquiry can be profitably conveyedwithin the different paradigmatic
traditions that coexist in our disciplines.
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Restricted Cumulative Correspondence
Analysis

Pietro Amenta, Antonello D’Ambra, and Luigi D’Ambra

Abstract In the context of the non-iterative procedures for performing a correspon-
dence analysis with linear constraints, a new approach is proposed to impose linear
constraints in analyzing a contingency table with one ordered set of categories. At
the heart of the approach is the partition of the Taguchi’s statistic which has been
introduced in the literature as simple alternative to Pearson’s index for contingency
tables with an ordered categorical variable. It considers the cumulative frequency
of cells in the contingency tables across the ordered variable. Linear constraints are
then included directly in suitable matrices reflecting the most important components,
overcoming also the problem of imposing linear constraints based on subjective deci-
sions.

1 Introduction

Correspondence Analysis (CA) is a popular tool to obtain a graphical representa-
tion of the dependence between the rows and the columns of a contingency table
(Benzecri 1980; Greenacre 1984; Lebart et al. 1984; Nishisato 1980; Beh 2004; Beh
and Lombardo 2012, 2014). This representation is obtained by assigning scores in
the form of coordinates to row and column categories. CA is usually performed by
applying a singular value decomposition to the matrix of the Pearson ratios or the
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standardized residuals of a two-way contingency table. This decomposition ensures
that the maximum information regarding the association between two categorical
variables are accounted for in one or two dimensions of a correspondence plot. How-
ever, little attention in literature has been paid to the case where the variables are
ordinal. It is well known that the Pearson chi-squared statistic (likewise CA) can
perform poorly in studying the association between ordinal categorical variables
(Agresti 2007; Barlow et al. 1972). An approach dealing with this theme (Beh et al.
2011), in a CA perspective, is based on the Taguchi’s statistic (Taguchi 1966, 1974)
considering the cumulative frequency of cells in the contingency tables across the
ordered variable. Taguchi’s statistic has been introduced in the literature as a sim-
ple alternative to Pearson’s index for contingency tables with an ordered categorical
variable. Beh et al. (2011) developed this variant of CA in order to determine graph-
ically how similar (or not) cumulative (ordinal) response categories are with respect
to (nominal) criterion ones.

Note that the interpretation of the multidimensional representation of the row and
column categories, for both approaches, may be simplified if additional information
about the row and column structure of the table is available and incorporated in
the analysis (Böckenholt and Böckenholt 1990; Takane et al. 1991; Böckenholt and
Takane 1994;Hwang andTakane 2002). Differences between constrained and uncon-
strained solutions may highlight unexplained features of the data in the exploratory
analyses of a contingency table. In the classical analysis, Böckenholt and Böck-
enholt (1990) (B&B) considered the effect of concomitant variables (given by the
external information) partialling them out from the CA solution according to the
null-space method. The aim of this paper is to consider an extension of the B&B’s
approach (Böckenholt and Böckenholt 1990) to contingency tables with one ordered
set of categories by using additional information about the structure and associa-
tion of the data. This extension is achieved by considering the variant of CA based
on the decomposition of the Taguchi’s statistic (Beh et al. 2011). A new explorative
approach namedRestricted Cumulative Correspondence Analysis is then introduced.

2 Basic Notation

Consider a two-way contingency table N describing the joint distribution of two
categorical variables where the (i, j)-th cell entry is given by ni j for i = 1, ..., I
and j = 1, ..., J with n = ∑I

i=1

∑J
j=1 ni j . Let ni• and n• j be the i th row and j th

column marginal frequencies, respectively. The (i, j)-th element of the probability

matrix P is defined as pi j = ni j/n so that
∑I

i=1

∑J
j=1 pi j = 1. Suppose that N has

one ordered set of categories with row and column marginal probabilities given
by pi. = ∑J

j=1 pi j and p. j = ∑I
i=1 pi j , respectively. Moreover, let DI and DJ be

the diagonal matrices whose elements are the row and column masses pi. and p. j ,
respectively. Lastly, zis is the cumulative frequency of the i-th row category up to
the s-th column category.
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3 Visualizing the Association Between a Nominal
and an Ordinal Categorical Variable

CA of cross-classifications regarding the association (using X2 as its measure)
between two categorical variables has been used by the data analysts from a variety
of disciplines over the past 50years. It is a widely used tool to obtain a graphical
representation of the dependence between the rows and columns of a contingency
table. CA can be usually performed by applying the Singular Value Decomposition
(SVD) on the Pearson’s ratios table P̃ = D−1/2

I PD−1/2
J (Goodman 1996) of generic

term αi j = pi j/pi. p. j with i = 1, . . . I and j = 1, . . . , J . That is, for the I × J cor-
respondence matrix P, CA amounts to the decomposition D−1/2

I PD−1/2
J = ÃΔ̃B̃T

with ÃT Ã = I, B̃T B̃ = I and Δ̃ = diag(1, λ1, ..., λK ) where the singular values λm

are in descending order (m = 1, . . . , K with K = min(I, J ) − 1) and matrices Ã
and B̃ contain the left and the right singular vectors, respectively. If we omit the
trivial solutions then CA amounts to the SVD of the matrix

Π = D−1/2
I (P − DI11TDJ )D

−1/2
J = AΛBT

with ATA = I, BTB = I and Λ diagonal matrix where singular values λm are in
descending order. The theoretical developments and applications of CA have grown
significantly around the world in nearly all disciplines. However, little attention in
literature has been paid to the case where the variables are ordinal. Indeed, Pearson’s
chi-squared statistic test of independence between the variables of a contingency
table does not perform well when the rows/columns of the table are ordered (Agresti
2007, Sect. 2.5; Barlow et al. 1972).

Taguchi’s statistic has been introduced in the literature (Taguchi 1974, 1966; Nair
1986, 1987) as simple alternatives to Pearson’s index for contingency tables with
an ordered categorical variable. Taguchi’s statistic takes into account the presence
of an ordinal categorical variable by considering the cumulative sum of the cell
frequencies across the variable. To assess the association between the nominal and
ordered column variables, Taguchi (1966, 1974) proposed the following statistic

T =
J−1∑

s=1

1

ds(1 − ds)

I∑

i=1

ni•
(

zis

ni•
− ds

)2

(1)

with 0 ≤ T ≤ n(J − 1) and where ds = ∑I
i=1 zis/n = z•s/n is the cumulative col-

umn proportion up to s-th column. Both Nair (1986) and Takeuchi and Hirotsu
(1982) showed that the T statistic is linked to the Pearson chi-squared statistic so
that T = ∑J−1

s=1 X2
s where X2

s is Pearson’s chi-squared statistic computed on the
generic contingency tables Ns of size I × 2. This table is obtained by aggregating
the columns (categories) 1, . . . , s and the remaining ones s + 1, . . . , J of table N,
respectively. For this reason, (Nair 1986) referred to Taguchi’s statistic T as the
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cumulative chi-squared statistic (CCS). By generalizing (1), Nair (1986) considers
the class of CCS-type tests

TCC S =
J−1∑

s=1

ws

[
I∑

i=1

ni•
(

nis

ni•
− ds

)2
]

(2)

and corresponds to a given set of weights ws > 0. The choice of different weighting
schemes defines the members of this class. A possible choice for ws is to assign con-
stant weights to each term (ws = 1/J ), Nair (1986, 1987) shows that, for this choice,

the statistic TCC S becomes TN = 1
J

∑J−1
s=1

∑I
i=1 Ni•

(
Zis
Ni• − ds

)2
and has good power

against ordered alternatives.We can also assume thatws is proportional to the inverse
of the conditional expectation of the s-th term under the null hypothesis of indepen-
dence (i.e.ws = [ds(1 − ds)]−1). TCC S subsumes then T as a special case. Moreover,
Nair (1987) showed that the distribution of T can be approximated using the Satterth-
waite’s method (1946). See D’Ambra et al. (2018) for additional TCC S properties.

Beh et al. (2011) perform CA when cross-classified variables have an ordered
structure by considering the Taguchi’s statistic to determine graphically how simi-
lar (or not) cumulative response categories are with respect to criterion ones. This
approach has been named “Cumulated Correspondence Analysis” (hereafter TCA).
Let W be the ((J − 1) × (J − 1)) diagonal matrix of weights w j and M a ((J −
1) × J ) lower unitriangular matrix of 1’s. TCA amounts to the SVD[D 1

2
I (D−1

I P −
1I1T

J DJ )MTW
1
2 ] = UΛVT with UTU = I and VTV = I, such that

TCC S

n
= trace (D

1
2
I (D−1

I P − 1I1T
J DJ )MTWM(D−1

I P − 1I1T
J DJ )

TD
1
2
I ) =

I∑

i=1

λ2
i

Moreover, we highlight that above SVD is also equivalent to perform SVD of matrix

D
− 1

2
I (P − DI11TDJ )MTW

1
2 . TCA decomposes then the Taguchi’s statistic T when

ws is proportional to the inverse of the conditional expectation of the s-th term under
the null hypothesis of independence (ws = [ds(1 − ds)]−1).

To visually summarize the association between the row and the column categories,

TCA row and column principal coordinates are defined by F = D
− 1

2
I UΛ and G =

W− 1
2VΛ, respectively. Here,F andG arematrices of order I × M and (J − 1) × M ,

respectively. The s-th rowofmatrixG contains the coordinates of category y(1:s) in the
M dimensional space (with M = rank(D

1
2
I (D−1

I P − 1I1T
J DJ )MTW

1
2 )). Therefore,

if there is approximately zero predicability of the column categories given the row
categories then F ≈ 0 and G ≈ 0. To provide a more discriminating view of the
difference between each cumulate rating category, authors consider also rescaling
the row and column profile coordinates to obtain biplot-type coordinates (Goodman

1996):F = D
− 1

2
I UΛα andG = W− 1

2VΛ(1−α) with 0 ≤ α ≤ 1. These coordinates are
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related to the factorisation (for categorical data) proposed by Gabriel (Gabriel 1971)
for the construction of the biplot.

Interested readers to this variant, which is linked with the partition of Taguchi’s
cumulative chi-squared statistic, can refer to (Beh et al. 2011; Sarnacchiaro and
D’Ambra 2011; D’Ambra and Amenta 2011; D’Ambra et al. 2018) which discuss
the technical and practical aspects of TCA in depth.

4 Restricted Cumulative Correspondence Analysis

Several authors (Böckenholt and Böckenholt 1990; Takane et al. 1991; Böckenholt
and Takane 1994; Hwang and Takane 2002) pointed out that the interpretation of the
multidimensional representation of the row and column categories may be simplified
if additional information about the row and column structure of the table is available.
Indeed, by incorporating this external information through linear constraints on the
row and/or columns scores, a representation of the data may be obtained that is easier
to understand and more parsimonious.

According to the principle of Restricted Eigenvalue Problem (Rao 1973), B&B
(Böckenholt and Böckenholt 1990) proposed a canonical analysis of contingency
tables which takes into account additional information about the row and column
categories of the table. We name this approach “Restricted CA” (RCA). Additional
information are provided in the forms of linear constraints on the row and column
scores. Let H and G be the matrices of linear constraints of order I × E and J × L
of ranks E and L , respectively, such that HTX = 0 and GTY = 0 where X and Y
are the standardized row and column scores. RCA scores are obtained by a SVD of
the matrix

Π̃ = {I − D
− 1

2
I H(HTD−1

I H)−1HTD
− 1

2
I }Π{I − D

− 1
2

J G(GTD−1
J G)−1GTD

− 1
2

J }

that is Π̃ = UΛVT where UTU = I, VTV = I and Λ is a diagonal matrix with
eigenvalues λ in descending order. Standardized row and column scores are given by
X = D−1/2

I U andY = D−1/2
J V, respectively, such thatXTDIX = I, andYTDJY = I,

with 1TDIX = 0 and 1TDJY = 0. The classical approach to CA is obtained when
H = (DI1) andG = (DJ1)which represents the case of absence of linear constraints.

It is evident that, following the B&B’s approach, we can also obtain an easier to
understand and more parsimonious TCA graphical representation of the association
between a nominal and an ordinal categorical variable. In this case we consider only
additional information about the row (nominal) categories of the table. The additional
information about the ordinal nature of the column variable is used by considering
the cumulative sum of the cell frequencies across it. We use the same matrices of
linear constraintsH which ensures that the weighted average of the row TCA scores
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equal zero. Restricted CA of cumulative frequencies (RTCA) amounts then to the
SVD

[I − D
− 1

2
I H(HTD−1

I H)−1HTD
− 1

2
I ]Π(T ) = UΛVT (3)

where Π(T ) = D
1
2
I (D−1

I P − 1I1T
J DJ )MTW

1
2 and such that UTU = I and VTV = I.

Standardized row and column RTCA scores are now given by X = D−1/2
I U and

Y = W− 1
2V, respectively. TCA is then obtained when H = (DI1) which represents

the case of absence of linear constraints. Note that single column categories are
additionally plotted as supplementary points. Their column coordinates will be given
by Y+ = ΠT

(T )U.
We point out that matrixH imposes the same constraints for all singular vectors u

ofSVDof identity (3), but it could be interesting to definedifferent constraints on each
singular vector. This aspect can be obtained by using a successive approach based on
a rank-one reduction of the initial matrix Π(T ). Let Π

(1)
(T ) = (I − u1uT

1 )Π(T ) be the
rank-one reduced matrix with respect to the first singular vector u1 corresponding to
λ1. This matrix is then substitute to Π(T ) in the SVD (3) and a new solution for u2,
v2 and λ2 is computed according to new linear constraints that we want to impose
on this solution. New standardized row and column RTCA scores on this axis are
so obtained. A new rank-one reduced matrix Π

(2)
(T ) is then computed and substitute

to Π(T ) in the SVD (3) for a solution with new constraints. New scores on u2 are
consequently obtained and the approach is reiterated for the next axis u3, and so on.
This iterative rank-one reduction approach is such thatXTDIX = I andYTWY = I.

5 Example

In this section we illustrate the proposal method considering a data set (Table 1)
mentioned in Agresti (2007).

The study is aimed at testing the effect of the factors urbanization and location
on the ordered response preference for black olives of Armed Forces personnel. In
particular, we have considered the case in which there is an asymmetric relation-
ship between two categorical variables used as predictor variables (Urbanization
and Region) and an ordinal response variable which is categorized into six ordered
classes. The predictor variable Urbanization is characterized by two levels: Urban
and Rural areas, whereas the predictor variable Region is characterized by three
levels: North West, North East, and South West. The ordinal response variable is
characterized by six growing ordered categories: A = dislike extremely, B = dislike
moderately, C = dislike slightly, D = like slightly, E = like moderately, F = like
extremely.

Since the ratings are ordered, a partition of Tagughi’s inertia (of 0.1749) is applied
by an unrestricted TCAwhich yields the singular values λ1 = 0.163 and λ2 = 0.010.
TCA coordinates are displayed in Fig. 1. For the column categories, the label “(1)”
reflects the “cumulative total” of rating 1 with those “(2:6)” of ratings 2, 3, 4, 5,
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Table 1 Data table

Dislike
extremity
(1)

Dislike
moderately
(2)

Neither
like nor
dislike
(3)

Like
slightly
(4)

Like
moderately
(5)

Like
extremilly
(6)

Total

Urban North
West

20 15 12 17 16 28 108

North
East

18 17 18 18 6 25 102

South
West

12 9 23 21 19 30 114

Rural North
West

30 22 21 17 8 12 110

North
East

23 18 20 18 10 15 104

South
West

11 9 26 19 17 24 106

Total 114 90 120 110 76 134 644

Table 2 Eigenvalues

TCA and RTCA Eigenvalues

Axis Unconstrained Constrained

Eigenvalue % Cum. % Eigenvalue % Cum. %

(1) 0.163 93.206 93.206 0.070 95.480 95.480

(2) 0.010 5.587 98.793 0.003 3.822 99.302

(3) 0.002 1.169 99.962 0.001 0.698 100.000

(4) 0.000 0.027 99.989 0.000 0.000 100.000

(5) 0.000 0.010 100.000 0.000 0.000 100.000

and 6 given the Urban/Rural levels. Labels “(1:4)” and “(5:6)” reflect instead the
comparison made of the cumulative total of ordered rating from 1 to 4 with 5 and 6,
respectively, given theUrban/Rural levels. Similarly, labels “(1:3)” and “(4:6)” reflect
the comparison made of the cumulative total of the ordered ratings from 1 to 3
with those of the remaining predictor categories, respectively, given the Urban/Rural
levels. The remaining labels can be interpreted in a similar manner.

Note that Taguchi’s analysis allows to identify how similar (or different) cumulate
ordered column response categories are for each row category. Consider then Fig. 1
which graphically depicts about 98.79% of the association that exists between the
two variables (see Table 2). It shows clearly that all the pairs of cumulated ratings are
quite distinct, indicating that there is a perceived difference between these cumulate
categories. The source of the variation between these ratings is dominated by all
the Urban/Rural levels except for Urban North East (U.NE). The apparent difference
between themost positive ratings and the others can be attributedmainly toU.NWand
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Fig. 1 TCA plots

U.SW whereas the lowest values are characterized by R.NW and R.NE. First TCA
axis depicts about 93.20% of global association and clearly contrasts the medium-
low ratings with the high ones but there is not an evident separate domination by the
Urban and Rural categories as well as by their three levels: North West, North East,
and South West. Additional drawback of this plot is that it does not highlight the
contribution of the high ratings “6” of U.NE (see Table 1). Indeed, it is a negligible
category because the position of this point is closest to the origin.

In order to better highlight a contrast between the Urban and Rural categories on
the first axis with respect to North West and South West levels, a RTCA solution is
then computed by setting H = (DI1|HR) with

HT
R =

(−1 0 1 0 0 0
0 0 0 −1 0 1

)

RTCA plot (Fig. 2) now graphically depicts 99.30% of the global association
and well highlights a contrast between the Urban and Rural categories as source of
variation between the cumulated ratings. Rural categories are now source of the low
ratings (left hands of Fig. 2), according to their frequencies of Table 1, as well as the
Urban categories for the most positive ratings (right hands of Fig. 2). Moreover, this
figure nowpoints out a not negligible position ofU.NE label showing the contribution
of the high ratings “6” taken by this category.

We point out that introducing linear constraints in the TCA solution has then
brought several advantages:

• a more parsimonious analysis is obtained where all the global association is
depicted by only 3 axes (5 with TCA);

• an easier interpretation of the results is obtained highlighting a clear contrast
between the Urban and Rural categories on the first axis as source of variation of
the cumulated categories;
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Fig. 2 RTCA plots

• we observe an increase in the explained variability of the first axis: 95.48% of
RTCA versus 93.21% of TCA;

• no predictive row category is now poorly represented.

6 Conclusion

Several authors highlighted that, introducing linear constraints on the rowand column
coordinates of a correspondence analysis representation, may greatly simplify the
interpretation of the data matrix. Imposing also different constraints for each singular
value may be useful in developing a parsimonious representation of a contingency
table. B&B (Böckenholt and Böckenholt 1990) presented a generalized least squares
approach for incorporating linear constraints on the standardized row and column
scores obtained from a canonical analysis of a contingency table. This approach is
based on the decomposition of a restricted version of the matrix of the Pearson ratios.
Unfortunately the Pearson chi-squared statistic (likewise correspondence analysis)
can perform poorly in studying the association between ordinal categorical variables
(Agresti 2007). Beh et al. (2011) deal with this theme (Beh et al. 2011) by developing
a CA extension (TCA) based on the Taguchi’s statistic (Taguchi 1966, 1974). This
statistic considers the cumulative frequency of cells in the contingency tables across
the ordered variable and it has been introduced in the literature as simple alternative
to Pearson’s index for contingency tables with an ordered categorical variable.

A restricted extension of the Beh’s approach (RTCA) has been here suggested to
obtain a more parsimonious representation of the association and easier to explain.
Natural forms of constraints may often appear from specific empirical questions
asked by the researchers regarding the problem of their fields. In the exemplary
application, introducing linear constraints in the TCA solution has brought sev-
eral advantages in terms of interpretability and axes inertia rate. RTCA extends the
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Cumulative Correspondence Analysis by taking into account external information
(as linear constraints) and supplies a complementary interpretative enrichment of
this technique as well as of the original CA approach.
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Determining the Importance of Hotel
Services by Using Transitivity Thresholds

Pietro Amenta, Antonio Lucadamo, and Gabriella Marcarelli

Abstract Customers’ preferences related to the quality, the change, and the progress
of their expectations have turned the quality in an indispensable competitive factor for
hotel enterprises. The hotels have to evaluate the customer satisfaction and to assign
to each factor a weight, expressing its importance for their customers. The aim of this
paper is to evaluate the importance of hotel services. Our analysis involves more than
300 customers that answered to a survey and it takes into account five criteria: Food,
Cleanliness, Staff, Price/benefit, and Comfort. To derive the ranking of preferences
we used pairwise comparisons. The main issue linked to pairwise comparisons is
the consistency of judgements. Transitivity thresholds recently proposed in literature
givemeaningful information about the reliability of the preferences. Our study shows
how the use of ordinal threshold may provide a ranking of services different from
that obtained by applying traditional consistency Saaty thresholds.

1 Introduction

Pairwise ComparisonMatrices (PCMs) are widely used for representing preferences
in multi-criteria decision problems. Given a set of n elements, to derive the ranking
of preferences by means of pairwise comparisons, a positive number ai j is assigned
to each pair of elements (xi , x j ) with i, j = 1, . . . , n. This number expresses how
much xi is preferred to x j as regards a given criterion. By comparing all the elements,
a positive square matrix A = (

ai j
)
of order n is then obtained. The value ai j > 1

implies that xi is strictly preferred to x j , whereas ai j < 1 expresses the opposite pref-
erence, and ai j = 1 means that xi and x j are indifferent (Saaty 1980, 1994). In order
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