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Foreword

I am very pleased to write a foreword for the Festschrift of Prof. Akinori Okada. He
was born in Tokyo in September 1943, and all his academic life has been active.
Now he is 77-years old; it is the age of celebration, according to the traditional
Japanese age system.

Professor Okada obtained a job at Chiba University in 1971 and moved to Rikkyo
University in the next year to be a Senior Lecturer and then Associate Professor of
statistics and operations research. He received his Ph.D. in Engineering from Keio
University in 1979. He spent 35 years in Rikkyo University until he further moved to
Tama University in 2007, where his best collaborator Prof. Tadashi Imaizumi serves.

Professor Okada has made significant contributions to the fields of multidi-
mensional scaling and cluster analysis, especially the analysis of asymmetric
relationships. His works on these fields are so influential that he edited more than 15
books in Japanese and English on multidimensional scaling, cluster analysis,
statistics, linear algebra, operations research, data analysis, and marketing science.
The book entitled ‘Operations Research: Introduction to Management Science’
[Operêshonzu Risâchi–Keieikagaku Nyumon–] written with Dr. Ken-ichi Goto,
published in 1987, has been used as a standard textbook of operations research for
more than 30 years in courses in the departments of social science schools in Japan.

I share a good memory with Prof. Okada; we hosted together the first
International Meeting of the Psychometric Society (IMPS) in Osaka in Japan in
2001. Prior to that, Prof. Okada and the late Prof. Haruo Yanai participated in the
council meeting of the Psychometric Society in the U.S. One of the main purposes
for the visit was to propose we should host an annual meeting in Asia, particularly
in Japan for the first time. As a result, the meeting was successfully held in July
2001, where Prof. Okada was the Vice President of the executive committee and I
served as the chair of the local organizing committee. The meeting was a great
success; more than 400 participants gathered and accordingly, the financial results
were in a sound condition. The T-shirts with the IMPS logo shown by Prof. Heiser
in the photo below was a gift for Prof. Jacqueline Meulman, as a small token of the
members’ appreciation; although she had seriously prepared for the meeting
together with us, her sickness prevented her from attending the meeting in the end.
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Professor Okada is the series editor in Springer named Behaviormetrics:
Quantitative Approaches to Human Behavior. He launched the joint meeting of the
German Classification Society and the Japanese Classification Society in corpora-
tion with German colleagues, and also organized the joint meeting with the
Classification and Data Analysis Group of the Italian Statistical Society and the
Japanese Classification Society in corporation with Italian colleagues. In addition to
this, Prof. Okada served as the President of the International Federation of
Classification Societies (2016–2017).

He led the Behaviormetric Society as the President (2012–2015), and has still
been a member of the board of directors of the Society; his achievements have
proven that he is one of the distinguished leaders of the behaviormetrics and
classification societies.

In Japan, they say we should make a life plan for up to hundred years now, since
the average life span continues to grow. Professor Okada still has a quarter of a
century more of his life. We hope that he can continue to enjoy his life and remain
active as an academician.

Osaka, Japan
November 2019

Yutaka Kano

Photo 1 Professors Akinori Okada, Haruo Yanai, Willem Heiser, Kazuo Shigemasu and Yutaka
Kano from the flush left. Photo taken on July 19, 2001, just after the IMPS2001
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Preface

The year 2019 is the 40th anniversary of the doctorate degree of Akinori Okada,
who is a Professor Emeritus at Rikkyo University, Japan. We are delighted to work
as Editors for this ‘Festschrift’ of him. He received his Ph.D. in Engineering from
Keio University, Tokyo in 1979. During the course of his long and distinguished
career of more than 45 years, he has made significant research contributions to
theory and applications in areas such as multidimensional scaling, cluster analysis,
psychometrics, data analysis, operations research, data science, marketing research,
consumer behavior, psychological, and social human relationships. Today these
research contributions are essential constituents of the realm of ‘behaviormetrics’.
Akinori Okada has played an important role as a leader in developing behavior-
metrics. Especially his research contribution toward the development and appli-
cation of asymmetric multidimensional scaling and cluster analysis are significant.
His work has been published in journals such as Advances in Data Analysis and
Classification, Behaviormetrika, Journal of Classification, Psychonomic Science,
Journal of Applied Psychology, Organizational Behavior and Human Performance,
Japanese Journal of Behaviormetrics [Kôdo Keiryogaku], Japanese Psychological
Review [Shinrigaku Hyôron], Sociological Theory and Methods [Riron to Hôhô],
Communications of the Operations Research [Operêshionzu Risâchi], Japanese
Journal of Applied Statistics [Ôyotôkeigaku], Japanese Review of Clinical
Ophthalmology [Ganka Rinsho Ihô], The Journal of the Institute of Electronics and
Communication Engineers of Japan [Denshi Jyôhô Tsushin Gakkaishi Shi] among
other things, as well as in numerous refereed proceedings volumes.

He also played an important role as a scientific leader in behaviormetrics, and
especially contributed his effort to introduce the quantitative concept in social
sciences. He is the series editor of ‘Behaviormetrics: Quantitative Approaches to
Human Behavior’, published by Springer, which covers all aspects of
Behaviormetrics; theory, concept, method, and application in order to disclose and
understand human behavior. He is one of the founding managing editors of the
‘Advances in Data Analysis and Classification’. He also is the founding editor
of the ‘Bulletin of Data Analysis of Japanese Classification Society’ or ‘Dêta
Bunseki no Riron to Ôyo’ in Japanese. Akinori Okada was the President of the
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International Federation of Classification Societies (2016–2017), the
Behaviormetric Society (2012–2015), Japanese Classification Society (2005–2009),
and chaired the program committee of numerous international conferences. He is a
Research Fellow of the Operations Research Society of Japan. He has been an
outside director of SHL-Japan Limited since 2002 as a statistician. Akinori Okada is
a great mentor of many students. Three of his former students decided to honor him
for his outstanding achievements in behaviormetrics and data science by inviting
his colleagues and friends to contribute articles for this ‘Festschrift’, who sent us
articles of high quality to us. Two of us wrote an article each as well. The present
‘Festschrift’ focuses on the latest developments in behaviormetrics and data sci-
ence, and covers both theoretical aspect and applications to a wide range of areas
including psychology, marketing science, sociology, social survey, operations
research, etc. The contributions to this volume are intended for researchers and
practitioners who are interested in the latest developments and applications in these
fields. The present volume consists of two parts which express two aspects of the
research of behavirometrics and data science by Akinori Okada: a theoretically-
oriented part and an application-oriented part. Contributions are ordered alpha-
betically based on the corresponding authors’ names within each of these two parts.
We have to confess that there are several anomalies in the order of contributions
due to the inattention of the first editor. We would like to express our deepest
appreciation to authors for their contributions to the volume and cooperation while
we edited the volume. We want to show our heartiest gratitude to Mr. Reginald
Williams and Ms. Yasuko Hase for thoughtfully helping us in English for the e-mail
of inviting authors and of the reminder to the authors. We cordially appreciate Mr.
Yutaka Hirachi and Ms. Sridevi Purushothaman at Springer Nature for their
assistance for publishing the present volume.

Tokyo, Japan
March 2020

Tadashi Imaizumi
Atsuho Nakayama
Satoru Yokoyama
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Part I
Theoretically-Oriened



Co-Clustering for Object by Variable
Data Matrices

Hans-Hermann Bock

Abstract Co-clustering means the simultaneous clustering of the rows and columns
of a two-dimensional data table (biclustering, two-way clustering), in contrast to sep-
arately clustering the rows and the columns. Practical applicationsmaybemet, e.g., in
economics, social sciences, bioinformatics, etc. Various co-clustering models, crite-
ria, and algorithms have been proposed that differ with respect to the considered data
types (real-valued, integers, binary data, contingency tables), and also themeaning of
rows and columns (samples, variables, factors, time,...). This paper concentrates on
the case where rows correspond to (independent) samples or objects, and columns
to (typically dependent) variables. We emphasize that here, in general, different
similarity or homogeneity concepts must be used for rows and columns. We propose
two probabilistic co-clustering approaches: a situation where clusters of objects and
of variables refer to two different distribution parameters, and a situation where clus-
ters of ‘highly correlated’ variables (by regression to a latent class-specific factor)
are crossed with object clusters that are distinguished by additive effects only. We
emphasize here the classical ‘classification approach’, where maximum likelihood
criteria are optimized by generalized alternating k-means type algorithms.

1 Co-Clustering

Clustering methods are well-known tools for analyzing and structuring data, inten-
sively investigated in statistics, machine learning and data science, and broadly used
in many application domains such as as market and consumer research, psychology
and social sciences, microbiology and bioinformatics. The basic problem consists in
grouping a given set of objects into homogeneous classes (clusters) on the basis of
empirical data that allow to quantify the ‘similarity’ or ‘dissimilarity’ of the objects
and so to define the homogeneity within, or the separation between, the classes.
In the most simple case there is an n × p data matrix X = (xi j ), where values xi j

H.-H. Bock (B)
Institute of Statistics, RWTH Aachen University, Aachen, Germany
e-mail: bock@stochastik.rwth-aachen.de
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4 H.-H. Bock

are recorded for n objects and p variables and we look for an appropriate partition
A = (A1, ..., Ak) of the set of objects O = {1, ..., n} (the rows of X ) with classes
A1, ..., Ak such that similar row vectors (objects) are united in the same class while
row vectors from different classes are hopefully quite dissimilar. Depending on the
context, the detected or constructed clusters will be interpreted as (personality) types,
consumer groups, music styles, families of plants, gene clusters, etc. Since the early
1960s when clustering methods came up, a large variety of clustering models and
clustering algorithms have been developed for different data types, see, e.g., Bock
[7, 9], Jain and Dubes [26], Miyamoto, Ichihashi, and Honda [32], McLachlan and
Krishnan [31], Basu, Davidson, and Wagstaff [5], Aggarwal and Reddy [1], and
Hennig, Meila, Murtagh, and Rocci [25].

Co-clustering (biclustering, two-way clustering, block clustering) means the
simultaneous (i.e., not separate) clustering of the rows and columns of a data matrix
by determining an appropriate partition A = (A1, ..., Ak) of the rows together with
an appropriate partition B = (B1, ..., B�) of the set of columnsM = {1, ..., p} such
that both row and column clusters are ‘homogeneous’ and reflect the hidden interplay
between row and column effects. Biclustering provides an aggregated view on the
similarity structurewithin the setsO andM of objects and columns, respectively, and
also can serve in order to reduce a large data table with n · p entries to a manageable
size with only k · � blocks Ak × Bt together with their characterizations (data com-
pression). Often the aggregated view on the blocks will provide a better insight into
the latent relationships and interactions that may exist between objects and variables
than a detailed analysis of the numerous entries xi j . Many applications underline
the usefulness of co-clustering methods, e.g., in marketing (Arabie, Schleutermann,
Daws, & Hubert [3]; Gaul & Schader [18]; Baier, Gaul, & Schader [4]), psychology
and social sciences (Kiers, Vicari, & Vichi [27]; Schepers, Bock, & Van Mechelen
[38]), bioinformatics and gene analysis (Cheng & Church [16]; Madeira & Oliveira
[28]; Turner, Bailey, Krzanowski, & Hemmingway [39]; Alfò, Martella, & Vichi [2];
Martella, Alfò, & Vichi [30]; Cho & Dhillon [17]; Martella & Vichi [29]; Pontes,
Giràldez, & Aguilar-Ruiz [33]), and text mining (Dhillon [19]).

A range of co-clusteringmethods have been proposed in the past, see, e.g., the sur-
veys in VanMechelen, Bock, and De Boeck [40],Madeira and Oliveira [28], Charrad
and BenAhmed [14], Govaert andNadif [23, 24] andmethodological articles such as
Bock [8, 10–12], Govaert [20], Vichi [41], Govaert and Nadif [21, 22, 24], Rocci
and Vichi [34], Salah and Nadif [35], Schepers, Bock, and Van Mechelen [38] and
Schepers and Hofmans [36]. These methods differ, e.g.,

– By the type of observed data values xi j , e.g., real-valued, integer, categorical,
binary, mixed, etc.

– by the meaning of the entries xi j , e.g., association values, measurements, frequen-
cies, etc.

– by the classification structure, e.g., hierarchical versus nonhierarchical, hard versus
fuzzy classifications, and mixtures.
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– by the modeling approach using, e.g., probabilistic models, empirical concepts,
optimization criteria, and algorithms, etc.

– by the practical meaning of the rows and columns.

Concerning this latter issue, we may distinguish between cases where rows and
columns denote the categories of two given nominal factors (e.g., the crop variety i
with the fertilizer j yields xi j tons of cereals), and cases of the object× variable type
mentioned in the first paragraph above (e.g., object i realizes the value xi j for variable
j).While the two-factor case is typically symmetric insofar as clustering of both rows
and columns is (or may be) based on the nearness of corresponding entries in the
rows and columns, respectively, this may be misleading in the second unsymmetric
case since, differently from the objects (rows), the similarity of variables (columns) is
typically expressed in terms of mutual dependencies or interrelationships. Insofar, in
the object×variable case, clustering of rows and columns should typically be based
on different distance or similarity indices that must be integrated into a joint two-way
clustering model.

In this paper, we consider two situations of this latter type and provide, as a
paradigm for more complex situations, suitable probabilistic co-clustering models
and corresponding k-means type algorithms: In Sect. 2 we describe a two-way two-
parameter biclustering model where the row partitionA refers to the first parameter
(cluster means) while the column partition B is induced by the values of the second
one (class-specific variances). Amore sophisticated and novel co-clusteringmodel is
described in Sect. 4, where object classes are characterized by a class-specific mean
value (main effect) while additionally each class of variables is characterized by a
class-specific latent factor that is estimated together with the column partition. As a
prelude for this latter two-way model we consider in Sect. 3 a (one-way) clustering
algorithm for variables only, proposed by Vigneau and Qannari [43] that is related
to correlation and latent factor concepts, and show that it can be derived from a
probabilistic one-way clustering model. In Sect. 4 this model will be integrated in
the two-way clustering case. Section5 concludes with some remarks and possible
extensions.

2 Co-clustering with Class-Specific Variances
in the Variable Clusters

We have emphasized in Sect. 1 that for an object × variable matrix X = (xi j ), clus-
tering of variables (columns of X ) may be inspired by other purposes or charac-
terizations than when clustering objects (rows of X ). In this section, we consider a
simple example for such a co-clustering problem and describe a model where object
clusters are characterized by cluster means (main effects) while clusters of variables
are distinguished by different variability of the data. More specifically, we consider
the following probabilistic co-clustering model for independent normally distributed
random variables Xi j :
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Xi j ∼ N (μs, σ
2
t ) for i ∈ As, j ∈ Bt , s = 1, ..., k, t = 1, ..., � (1)

with the k-partitionA = (A1, ..., Ak) of the n rows, the �-partition B = (B1, ..., B�)

of the p columns of the matrix X = (Xi j ), where row clusters As are characterized
by cluster-specific expectations μs while column classes Bt are characterized by
class-specific variances σ 2

t . In this situation, maximum likelihood estimation of the
unknown parameters A,B, μ = (μ1, ..., μk), and σ = (σ 2

1 , ..., σ 2
� ) (for fixed k and

�) is equivalent to the minimization of the co-clustering criterion

Q(A,B, μ, σ ; X) :=
k∑

s=1

�∑

t=1

∑

i∈As

∑

j∈Bt

[
(xi j − μs)

2

σ 2
t

+ log σ 2
t

]
→ min

A,B,μ,σ
. (2)

Equating to zero the partial derivatives w.r.t.μs and σ 2
t yields the (implicit) formulas

for the estimates μ̂s and σ̂ 2
t :

μs =
[

�∑

t=1

|Bt |
σ 2
t

x̄ As ,Bt

]
/

[
�∑

t=1

|Bt |
σ 2
t

]
(3)

σ 2
t = 1

n · |Bt | ·
∑

j∈Bt

k∑

s=1

∑

i∈As

(xi j − μs)
2 (4)

= 1

n · |Bt | ·
∑

j∈Bt

k∑

s=1

⎡

⎣
∑

i∈As

(xi j − x̄ As , j )
2 + |As | · (x̄ As , j − μs)

2

⎤

⎦ .

Here |As |, |Bt | are the class sizes, and we use largely self-explanatory notations such
as

x̄ As , j :=
∑

i∈As

xi j/|As |, x̄i,Bt :=
∑

j∈Bt

xi j/|Bt |

x̄ As ,Bt :=
∑

i∈As

∑

j∈Bt

xi j/(|As | · |Bt |), x̄·,· :=
n∑

i=1

n∑

j=1

xi j/(n · p).

So the estimate μ̂s = μs is a weightedmean of the � blockmeans x̄ As ,Bt (withweights
inversely proportional to σ 2

t /|Bt |, the variance of the mean X̄i,Bt in the class Bt ) and
the estimate σ̂ 2

t = σ 2
t comprises terms that measure the variability within As (for

the variables j ∈ Bt ) and the distance between the individual means x̄ As , j from the
class-specific estimated expectations μs .

Since it is impossible to obtain explicit formulas for both estimates we propose
to resolve the co-clustering problem (2) by the following iterative algorithm of the
k-means type:

1. Beginwith two initial partitionsA andB and an initial estimate for σ (e.g., with σ 2
t

the empirical variance of the data values in the |Bt | columns of X corresponding
to Bt );
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2. Estimate the object-class-specific expectations μs by (3) (i.e., minimize Q
w.r.t. μ);

3. Estimate the variable-class-specific variances σ 2
t by (4) (i.e., minimize Q

w.r.t. σ );
4. For given B, μ, and σ minimize Q w.r.t. the k-partition A of the set of objects

O = {1, ..., n}. An elementary argumentation shows that theminimum is obtained
by the generalized minimum-distance partition Ã with object (row) clusters

Ãs := { i ∈ O | s = argmins ′=1,...,k d(i, μs ′ |B, σ ) } s = 1, ..., k,

where the distance d is defined by

d(i, μs ′ |B, σ ) :=
�∑

t=1

∑

j∈Bt

(xi j − μs ′)2/σ 2
t .

5. Update the parameter estimates μ, σ by repeating Steps 2. and 3. for the current
partitions Ã and B.

6. Given Ã,μ, and σ , minimize Q w.r.t. the �-partitionB of the set of variablesM =
{1, ..., p}; the solution is given by the generalized minimum-distance partition B̃
with variable (column) clusters

B̃t := { j ∈ M | t = argmint ′=1,...,� δ( j, σ 2
t ′ |Ã, μ) } t = 1, ..., �,

where the distance δ is defined by

δ( j, σ 2
t ′ |Ã, μ) :=

k∑

s=1

∑

i∈ Ãs

(xi j − μs)
2/σ 2

t ′ + n · log σ 2
t ′ .

7. Iterate 2. to 6. until convergence.

Obviously this algorithm decreases successively the criterion Q, (2), and insofar
approximates a solution to the stated co-clustering problem. Note that ties, empty
classes, local optima, and oscillating partitions may be possible and must be consid-
ered or avoided in a corresponding computer program.

3 Clustering of Variables Around Latent Factors

In this section, we describe a method for one-way clustering of the p variables
(columns) of a data matrix X = (xi j ) that has been proposed by Vigneau and
Qannari [43] and uses squared correlations for measuring the similarity between
two variables. In fact, we show that this method and the related clustering criterion
can be derived, as a special case, from a relatively general probabilistic clustering
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model that characterizes each cluster of variables by a class-specific latent factor. In
the following Sect. 4 this model will be integrated in our co-clustering models (12)
and (13) for the objects and variables of X .

In many practical contexts, the similarity of two random variables Y j ,Y j ′ is
measured by their squared correlation r2(Y j ,Y j ′) := Corr2(Y j ,Y j ′). Similarly, in
case of a n × p data matrix X = (xi j ) = (y1, ..., yp), where the j-th column y j =
(x1 j , ..., xnj )� represents the j-th variable, the similarity of y j and y j ′ (or j and j ′)
is measured by the square of the empirical correlation

r(y j , y j ′) := sy j ,y j ′√sy j ,y j sy j ′ ,y j ′

with

sy j ,y j ′ := (1/n)

n∑

i=1

(xi, j − x̄·, j )(xi, j ′ − x̄·, j ′) = (1/n) y�
j y j ′ ,

where x̄·, j := (
∑n

i=1 xi j )/n is the mean of the n entries in the column j of X and the
last equality sign holds for centered columns y j (i.e., x̄·, j = 0).

Vigneau and Qannari have integrated this similarity concept into the search for
an optimal �-partition B = (B1, ..., B�) of the set M of variables (columns of X ).
In order to formulate a corresponding clustering criterion, they define, for each class
Bt , a suitable ‘prototype variable’ or ‘class representative’. Instead of choosing one
of the observed variables (columns) y j from Bt (medoid approach), they construct a
synthetic one, i.e., a virtual column c ∈ �n in X . More specifically (and for centered
columns y j ), they define the prototype vector cBt := (ct1, ..., ctn)� ∈ �n to be the
vector c ∈ �n that is most ‘similar’ to the variables in Bt in the sense

S(c; Bt ) :=
∑

j∈Bt

r2(y j , c) = (1/n) c�XBt X
�
Bt
c → max

c∈�n ,||c||=1
, (5)

where XBt is the data matrix X restricted to the variables (columns) of Bt . Classical
eigenvalue theory shows that the solution cBt is given by the standardized eigenvector
vt that belongs to the largest eigenvalue λt of XBt X

�
Bt
(and also X�

Bt
XBt ), i.e., by the

first principal component in Bt . Finally,Vigneau andQannari formulate the following
criterion for clustering variables:

g3(B; X) :=
�∑

t=1

∑

j∈Bt

r2(y j , cBt ) → max
B

(6)

that is equivalent to the two-parameter correlation clustering criterion
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g4(B, C; X) :=
�∑

t=1

∑

j∈Bt

r2(y j , ct )
2 → max

B,C
, (7)

where maximization is also with respect to the choice of the system C = {c1, ..., c�}
of � standardized class-specific prototype variables (vectors) c1, ..., c� ∈ �n .

From its definition as a two-parameter optimization problems it is evident that for
the variable clustering problem (7) a (sub-)optimum �-partition B of variables can
be obtained by a generalized k-means algorithm:

(1) Begin with an initial partition B = (B1, ..., B�) of M = {1, ..., p}.
(2) Partially optimize the clustering criterion with respect to the class prototype

system C for the classes Bt according to (5), thus yielding the class-specific
eigenvector solutions cBt (class-specific principal components).

(3) Build a new �-partition B of the variables by assigning each variable y j to the
‘most similar’ cBt , i.e., the one with the largest value of r

2(y j , cBt ).
(4) Iterate (2) and (3) until convergence.

Defining the similarity of variables by a correlation coefficient involves implicitly
the concept of a linear regression. In fact, the correlation clustering criterion (7) above
can be obtained from a probabilistic clustering model in which any variable y j =
(x1 j , ..., xnj )� of a class Bt is generated, up to a random normal error, from the same
latent factor (prototype variable) ct = (ct1, ..., ctn)� ∈ �n by a linear regression. The
corresponding regression-type variable clustering model is given by

Xi j = a j + b j cti + ei j for i = 1, ..., n; j ∈ Bt (8)

with variable-specific intercepts a j , slopes b j , and independent normal errors ei j ∼
N (0, σ 2). Estimating the unknown a j , b j , the prototype system C = (c1, ..., c�) and
the �-partition B by maximizing the likelihood of X = (xi j ) is equivalent to the
optimization problem

g5(B, C, a, b; X) :=
�∑

t=1

∑

j∈Bt

n∑

i=1

(xi j − a j − b j cti )
2 → min

B,C,a,b
. (9)

Partially optimizing the inner sum of g5 with respect to a j , b j yields the classical
regression estimates

b̂ j := sy j ct
sy j y j

and â j = x̄·, j − b̂ j c̄t,· for j ∈ Bt (10)

in Bt with, e.g., c̄t,· := ∑n
i=1 cti/n, and the partial minimum of the two inner sums

of (9) is given by
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h(Bt , ct ) :=
∑

j∈Bt

n∑

i=1

(xi j − â j − b̂ j cti )
2 =

∑

j∈Bt

n · sy j y j (1 − r2(y j , ct ))

and characterizes the homogeneity of Bt for a given prototype variable ct . Finally,
the multiparameter clustering problem (9) reduces to the two-parameter mixed
continuous-discrete optimization problem for (B, C):

g6(B, C; X) := mina,b g5(B, C, a, b; X) =
�∑

t=1

h(Bt , ct )

=
�∑

t=1

∑

j∈Bt

n · sy j y j (1 − r2(y j , ct )) → min
B,C

. (11)

For the special case of standardized column variables y j , i.e., for x·, j = 0 and sy j y j =
||y j ||2/n = 1, this criterion is equivalent to the criterion (6) proposed by Vigneau
and Qannari [43]. Insofar we have shown that their criterion (6) can be derived from a
probabilistic clustering model. A software program in R is given by Chavent, Liquet,
Kuentz-Simonet, and Saracco [15]. In the next section, a similar model will be used
for modeling the co-clustering problem.

4 Co-Clustering, Where Variable Clusters are
Characterized by Class-Specific Factors

In this section, we propose a co-clustering model for an n × p object × variable
data table X = (xi j ) with normally distributed entries where the clusters of objects
(rows) are distinguished only by their levels (main effects) while each cluster of
variables (columns) is, additionally, characterized by a cluster-specific factor with a
high correlation to the variableswithin this class. Therebywe adopt the basic idea that
has been followed in Sect. 3 when clustering the variables only. More specifically,
with the notation of former sections and as an extension of the one-way clustering
model (8), we consider the model

Xi j = μ + αs + a j + b j cti + ei j for i ∈ As, j ∈ Bt , (12)

s = 1, ..., k, t = 1, ..., �,

where A = (A1, ..., Ak) and B = (B1, ..., B�) are the unknown partitions of rows
and columns, respectively (with known k and �), μ is a general effect and αs the
‘main effect’ of row class As . In this model, the vector ct = (ct1, ..., ctn)� represents
a cluster-specific latent factor that acts, in cluster Bt , as an explicative variable in the
regression model that explains the n observations of variable j in the j-th column
y j = (x1 j , ..., xnj )� of X , up to the main effects, by a linear regression a j + b j cti
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on the components of ct with unknown variable-specific coefficients a j and b j . As
before, ei j are independent N (0, σ 2) errors.

The clustering problem then consists in finding estimates for the parameters μ,
α = (α1, ..., αk), a = (a1, ..., ap), b = (b1, ..., bp), σ

2, the set of factors
C = (c1, ..., c�), and the partitions A and B (under suitable norming constraints). In
the model (12), the intercepts a j of the linear regression part are specified separately
for the variables j . In the following, we consider the more specialized co-clustering
model where these intercepts are the same, βt say, for all variables j from the same
class Bt . This is described by the more specific co-clustering model

Xi j = μ + αs + βt + b j cti + ei j for i ∈ As, j ∈ Bt , (13)

s = 1, ..., k, t = 1, ..., �

with the constraints

α̃· :=
k∑

s=1

|As |
n

αs = 0, β̃· :=
�∑

t=1

|Bt |
p

βt = 0, ||ct ||2 = 1 (14)

It describes a situation with additive class-specific main effects αs and βt while
interactions are cell-specific with the product form b j cti (factor model).

Invoking the maximum likelihood approach for estimating the parameters in (13),
we obtain the following factor-induced co-clustering problem:

Q(A,B;μ, α, β, b, C; X)

:=
k∑

s=1

�∑

t=1

∑

i∈As

∑

j∈Bt

(xi j − μ − αs − βt − b j cti )
2 → min (15)

where minimization is over all parameters under the constraints (14) (the model (12)
may be treated similarly). In the following, we propose a generalized alternating
k-means-type algorithm for solving this problem where, in each step, we partially
optimize the criterion Q, (15), with respect to the involved parameters in turn.

Step 1: Choose an initial configuration (A,B, μ, α, β, C). A reasonable choice might
be μ = x̄·,·, αs = x̄ As ,· − x̄·,·, βt = x̄·,Bt − x̄·,·, while A and B could be obtained by
separately clustering the rows and columns of X , e.g., by the classical k-means
algorithm. Moreover, the class-specific factors c1, ..., c� might be chosen randomly
from the unit sphere in �n .

Step 2: For fixed (A,B, μ, α, β, C), determine the optimum regression coefficients
b1, ..., b� that minimize the criterion Q, (15). For notational convenience, we intro-
duce the ‘adjusted’ n × p data matrix Z = (zi j (A,B)) with entries
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zi j (A,B) := zi j (A,B;μ,α, β) := xi j − μ − αs − βt

for i ∈ As, j ∈ Bt , s = 1, ..., k, t = 1, ..., �

(where main effects are eliminated) such that this partial optimization problem takes
the form

Q =
�∑

t=1

∑

j∈Bt

n∑

i=1

(zi j (A,B) − b j cti )
2 =

�∑

t=1

∑

j∈Bt

Q j → min
b1,...,b�

. (16)

Minimizing, separately for each j ∈ Bt , the inner sum Q j yields the estimates:

b̂ j =
∑n

i=1 zi j (A,B)cti∑n
i=1 c

2
ti

= z j (A,B)�ct j ∈ Bt , t = 1, ..., �

(with z j (A,B) the j-th column of Z ; note that ||ct ||2 = 1) and the partial minimum

Q̃(C) := min
b1,...,b�

Q =
�∑

t=1

∑

j∈Bt

n∑

i=1

(zi j (A,B) − b̂ j cti )
2

=
�∑

t=1

∑

j∈Bt

(||(z j (A,B)||2 − (z j (A,B)�ct )2
)

(17)

Step 3: Looking now for the factors ct we have to minimize the criterion (17) with
respect to C = (c1, ..., c�). This amounts to maximize, separately for each class Bt ,
the criterion

∑

j∈Bt

(z j (A,B)�ct )2 = c�
t

⎡

⎣
∑

j∈Bt

z j (A,B)z j (A,B)�
⎤

⎦

︸ ︷︷ ︸
St

ct =: c�
t St ct

with respect to ct under the constraint ||ct || = 1. As in Sect. 3 the solution of
this problem is given by the normalized eigenvector ĉt of the n × n matrix St =
St (A,B, μ, α, β) that belongs to the largest eigenvector of St (first principal com-
ponent in Bt ).

Step 4: After having obtained the coefficients b j = b̂ j and the factors ct = ĉt we
substitute these estimates in the original co-clustering criterion Q, (15), andminimize
itwith respect to the global andmain effectsμ,α, andβ under the norming constraints
(14). A brief calculation yields the estimates:
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μ̂ = x̄·,· −
�∑

t=1

|Bt |
p

b̄Bt c̄t,· with b̄Bt :=
∑

j∈Bt

bt
|Bt |

α̂ = x̄ As ,· − x̄·,· −
�∑

t=1

|Bt |
p

(c̄t,As − c̄t,·)

β̂t = x̄·,Bt − x̄·,· − b̄Bt c̄t,· +
�∑

τ=1

|Bτ |
p

b̄Bτ
c̄t,·

While in Steps 2.–4. we have obtained the estimates for the effects μ, α, β, the
coefficients b j and the factors ct , i.e., the configuration (A,B; μ̂, α̂, β̂, b̂, Ĉ) for a
fixed choice of the partitions A = (A1, ..., Ak) of objects and B = (B1, ..., B�) of
variables, we now update these partitions by consecutively minimizing the criterion
Q, (15), with respect to B (Step 5.) and A (Step 6.).

Step 5: Concerning first the partitionB of variables, the new and partially optimum �-
partition B̂ = (B̂1, ..., B̂�) for Q is theminimum-distance partitionofM = {1, ..., p}
with the classes

B̂t := { j ∈ M} | t = argminτ=1,...,� δ( j, τ ;A,B, μ̂, α̂, β̂, b̂, Ĉ)} (18)

for t = 1, ..., � where the distance measure δ is defined by

δ( j, τ ;A,B, μ̂, α̂, β̂, b̂, Ĉ) := ||(z j (A,B)||2 − (z j (A,B)�cτ )
2 (19)

for j = 1, ..., p, τ = 1, ..., � with zi j (A,B) = zi j (A,B; μ̂, α̂, β̂, b̂, Ĉ)). In fact, a
look at (17) shows that the best partition B̂ has to minimize the distance δ, (19), with
respect to τ for all variables j . Note that it follows from the original formula (15)
for Q that the same partition is obtained when using the expression

δ̃( j, τ ;A,B, μ̂, α̂, β̂, b̂, Ĉ) :=
k∑

s=1

∑

i∈As

(xi j − μ̂ − α̂s − β̂τ − b̂ j ĉτ i )
2

for j = 1, ..., p, τ = 1, ..., � instead of δ in (18).

Step 6: Starting with the partition pairA, B̂ and the current parameters μ̂, α̂, β̂, b̂, Ĉ,
the estimation Steps 2.–4. are now repeated and will result in new estimates
μ∗, α∗, β∗, b∗, C∗. With these estimates and the partition B̂ of variables, the k-
partition A of the set of objects O is updated next: the new k-partition Â that
partially minimizes the criterion Q(A, B̂;μ∗, α∗, β∗, b∗, C∗; X), is the minimum-
distance partition with classes

Âs := {i ∈ O | s = argminσ=1,...,k d(i, σ ;A, B̂, μ∗, α∗, β∗, b∗, C∗)} (20)
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for s = 1, ..., k, where the distance measure d is defined by

d(i, σ ;A, B̂, μ∗, α∗, β∗, b∗, C∗) :=
�∑

t=1

∑

j∈Bt

(xi j − μ∗ − α∗
σ − β∗

t − b∗
j c

∗
ti )

2 (21)

for i = 1, ..., n, σ = 1, ..., k.

Step 7: The Steps 2.–6. are repeated until convergence of the two partitions.

Finally, we have obtained the partitions A and B of objects and variables (rows
and columns), together with their characterizations, i.e.,

– the main effects αs of the classes As of objects;
– the main effects βt of the classes Bt of variables together with the factors (proto-
type variables) c1, ..., c� ∈ �n of these classes.

The components of each factor ct describe the contribution of the n objects to
the composition of the column clusters Bt and the object×variable interaction terms
b j cti . For easily interpreting the numerical results we can, e.g.,

– display, for each variable j from class Bt , the n points (cti , yi j ), i = 1, ..., n, in
�2 that should be close to the corresponding regression line η = βt + b j c;

– display and compare the latent factors c1, ..., c� with the discrete curves (i, cti ),
i = 1, ..., n, in �2, where the object labels i are arranged such object classes form
contiguous segments; and

– visualize the � factors c1, ..., c� ∈ �n in a two-dimensional principal component
display.

5 Discussion and Extensions

In this paper, we have proposed two probabilistic approaches for clustering simulta-
neously the objects (rows) and the variables (columns) of a data matrix. In contrast
to other approaches where, e.g., ANOVA models or information distances are con-
sidered (see, e.g., Bock [8, 10–12]), our approach considers situations where the
characterization of object clusters is different from the characterization of clusters
of variables. In Sect. 2 this has been illustrated for the case when object clusters are
characterized by class-specific means while variable clusters are characterized by
class-specific variances. Moreover, in Sect. 4 we have introduced co-clustering mod-
els where object clusters were defined by main effects, and variable clusters by their
main effects and a class-specific factor that explains the variables via a class-specific
regression. This latter model was suggested after analyzing, in Sect. 3, a clustering
method for variables only (proposed by Vigneau & Qannari [43]) and formulating a
corresponding probabilistic model from which our new model can be derived.
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For both co-clustering models, we have proposed an appropriate generalized
k-means algorithm that proceeds by successively updating model parameters and
partitions. These methods can be modified into various ways, e.g., by discussing the
initial settings and the order of partial optimization steps. In this respect, this paper
does not provide final results and lends itself to various investigations in the future.
Basically, our models should be seen as a prototype for approaches that combine
clustering of objects and clustering of variables in a simultaneous, probability-based
framework. They can be extended to other two-parameter distributions, to the case
of factor hyperplanes (involving higher principal components in each column class)
and also to co-clustering models for three-way data similarly as in Bocci, Vicari, and
Vichi [6], Schepers, Van Mechelen, and Ceulemans [37], Vichi, Rocci, and Kiers
[42], or Wilderjans and Cariou [44], Wilderjans and Cariou [13].
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