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Cloud Computing



An Efficient Honey Bee Approach
for Load Adjusting in Cloud
Environment

Sangeeta Kumari and Shailendra Singh

Abstract Cloud computing is an Internet-based approach that delivers on-demand
processing resources and information to the users in a shared mode. At the serving
end, there is a prerequisite of proper scheduling and load adjusting to deal with
the enormous measure of data. Our algorithm aims to distribute the equal load on
each server in the cloud network and additionally enhances the asset usage. With the
proposed approach, the honey bee inspired load adjusting (HBI-LA)method has been
used for balancing the load of the virtual machine and schedule the task with respect
of their priorities. Because of over-burdening of the task on a machine, there may
be a chance of CPU crash. To overcome this problem, aging is applied to gradually
enhance the priority of those jobs having longer waiting time as compared to the
predefined time. At last, we compared our proposed work with the existing HBB-LB
in terms of CPU time, execution time and waiting time. The examination of these
three parameters demonstrates that the proposed algorithm requires less CPU time,
less execution time and less waiting time than existing algorithm, hence it shows
better performance and less energy consumption than the existing one.

Keywords Load balancing · Aging · Honey bee behavior · Cloud computing

1 Introduction

As the quantity of cloud clients is expanding in an exponential way, the duty of
the cloud benefit provider is also increased to adjust the total workload among the
different hubs in the cloud. Computing services are virtualized and delivered to the
customer as a service. Weinman has given a term “Cloudonomics” [1], which define
cloud computing from an economical perspective. Virtual machine (VM) gives a
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programmable framework [2]. VMs are allocated and deallocated to the cloud clients
on interest. All the service models [3] provides the highest performance and load
balancing, but the load balancing and performance is the serious parameter of cloud
computing. The web is the prime prerequisite for using the cloud administrations,
so an unavoidable issue is that framework bottleneck often happening when large
information is exchanged over the network, it is essential to deal with every one of
the assets like CPU, memory, in a server effectively [4]. For a proficient system,
the aggregate exertion and the preparation time for all the client solicitations ought
to be as low as could be expected under the circumstances, while being capable
to deal with the different influencing requirements, for example, heterogeneity and
high system delays [5, 6]. Specialized objectives of load adjusting for the most part
manages issues identified with the registering system, i.e. all the specialized issues
with respect to the figuring system.

A load balancer must ensure that the framework ought to be steady all through
the calculation work in the system. To have the capacity to receive all the future
adjustments in the framework, it might augment the assets in the system or it might
help up the limit of effectively existing assets. A heap balancer must be fit for guaran-
teeing the accessibility of the administrations or assets at whatever point required by
the client [7]. Commercial cloud solutions have boosted dramatically in the last few
years and promoted organization reallocation from company-owned resources for
peruse service-based models. Some of the most popular cloud projects are Amazon
EC2 [8], Amazon S3 [9], Google App Engine [10], Map Reduce [11] etc. and some
of the active projects include XtreemOS [12], OpenNebula [13], etc.

Load balancing is a standout amongst the most critical elements which influence
the general execution of the framework. It can give client better nature of administra-
tions and cloud specialist cooperative can have higher throughput with better asset
use [14]. It is essential for each cloud specialist cooperative to make its load balancer
working in the most ideal way to enhance the performance of cloud services and
to reduce the load in cloud architecture. The system’s focal point of consideration
was on enhancing the basic execution parameters like CPU time, execution time,
waiting time and performance of the system. In the proposed work, we consider load
adjusting problem in which we applied honey bee inspired load adjusting (HBI-LA)
method with concept of aging to balance the load between VMs and schedule the job
with higher priorities.

The remaining work is illustrated as follows: Sect. 2, presents a brief discussion
of the related work on load balancing in cloud computing. In Sect. 3, proposed work
is presented. Result analysis has been discussed in Sect. 4. Section 5, conclude the
proposed work. Section 6, presents future work.

2 Related Work

In this section, a brief overview of the load balancing and scheduling in cloud
computing environment is discussed.
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Kansal and Chana [15] focused on existing procedures went for diminishing
related overhead, benefit reaction time and enhancing execution of the method. The
paper gives insights about different parameters and every parameter play an essen-
tial part in overseeing the overall execution of the system. A more proficient load
adjusting calculation LB3M [16], was proposed by Hung, et al. In [17], the thought
is to locate the best cloud asset by utilizing co-operative power aware scheduled
load balancing. In PALB [18] method, usage rates of every node are assessed. This
calculation has three segments: Balancing segment decides on the premise of use
rates where virtual machines will be instantiated. Upscale section power-on the extra
compute nodes and downscale section shutdowns the idle calculated nodes.

Accessibility of resources in a cloud domain, and additionally different compo-
nents like scaling of resources and power utilization, in a distributed computing
environment are one of the vital worries that needs an awesome consideration. Load
adjusting strategies ought to be with the end goal that to get quantifiable upgrades
in resources usage and accessibility of a distributed computing environment [19].
There are some methodologies that utilization load as a parameter for the distribu-
tion of the cloud assets, fuzzy based technique [20],CLBDM [21], active monitoring
load balancer [22], evolution of gang scheduling [23], throttled load balancing [24],
dynamic request management algorithm [25, 26]. In [27] dissected the performance
of distributed computing administrations for investigative registering loads. They
performed probes genuine experimental registering workloads on many-task com-
puting (MTC) clients. MTC clients utilize loosely coupled applications including
numerous errands to accomplish their technical ideas.

In [28], Bayes and clustering based scheme is applied for load adjusting which
enhanced the throughput and performance of the system. In [29], dynamic weighted
scheme have been considered to migrate the workload among VMs and also analysis
the energy efficiency of the system using linear regression technique. It shows higher
accuracy and more stability as compared with existing work. Chen et al. [30] have
been illustrated the idea of dynamic balancing strategy to resolve the issue of static
balancing approach.

Sethi et al. [31] has been developed a load adjusting technique using the concept of
fuzzy logic systemas a distributed computing system. In [32], ant colonyoptimization
(ACO) technique have been proposed to balance the workloads between datacenters
in a cloud computing system. Babu and Krishna [33] have been considered the idea
of honey bee for load balancing in cloud computing environment. In this system,
task is scheduled on the basis of priorities from one VM to another VM. It shows
less execution time and also less overloading as compared to the existing system. In
[34], priority pre-emptive scheduling with aging technique is used to overcome the
starvation problem while scheduling the job from one place to another.
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3 Proposed HBI-LA

The proposed load adjusting calculation goes for appropriating the aggregate work-
load from the diverse cloud clients among different nodes in the data center. The VM
which are instantiated by the client are mapped onto the physical servers in the data
center. A node in view of its arrangement permits a VM to be distributed to it. A
specific VM allocation strategy is required to distribute the nodes to the various VM.
At the time of allocation there might be a CPU crash because of overburden of the
tasks, so to mitigate this issue we use the idea of honey bee which are discussed in
Sect. 3.1. Further, we collaborate the HBI-LA with aging technique which is used to
gradually increase the priority of those jobs which waits in the system longer with
respect to their waiting time.

3.1 Overview of Honey Bee Method

The honey bee method depends on the behavior of the honey bees it has two sorts
that are: finders and reapers. Finder first goes outside of the honeycomb and locates
the honey sources, after searching they return to the honeycomb and do the waggle
move to show the quality and amount of the honey sources and afterwards reapers
goes outside the honeycomb and harvest the honey from those assets, in the wake of
gathering the nectar they return and again, do the waggle move to demonstrate the
amount of sustenance is left. For this situation, the server is gathered as a VM and
every VM have a procedure queue, subsequent to handle the solicitation it computes
the benefit and furthermore augments the throughput. The currentworkload of theVM
is ascertained, then it chooses the VM status, whether it is underloaded, overloaded
or adjusted by the current workload of the VM they are grouped. The priority of
the undertaking is thought about after expelling from the over-burden VM which are
sitting tight for the VM, after then the work is transferred to the underloaded VM.
HBI-LA is used to adjust the load and expand the execution of the system [33]. The
algorithmic steps of our proposed work are described in Sect. 3.2.

3.2 Description of Proposed HBI-LA Scheme with Concept
of Aging

In this section, we present steps of the proposed technique for scheduling the task
according to their priority.

Step 1: Estimate the capacity of a VM (Ck)
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Capacity of a single VM is based on the available information that is number of
cores,mips and bandwidth to identify the overloaded and underloaded VMswhich
is calculated using Eq. (1)

Ck = numPk × mipsPk + ComBdk (1)

where Ck is the capacity of kth VM, numPk , mipsPk are the number of cores and
million instruction per second of all cores in V Mk respectively, ComBdk is the
communication bandwidth of VM.

Step 2: Calculate the workload of a VM (Lk)

Number of jobs allocated to the single VM is known as workload, which is cal-
culated by dividing number of jobs in a queue to the service rate of VM at time
ti.

Lk = numJ

S_V Mk
(2)

where numJ , S_V Mk are the number of jobs and service rate of VM at time ti.

Step 3: Find the processing time of all VM (PrT i)

First, we calculated the processing time of a VM which is defined as the ratio of
workload and capacity of single VM.

PrT ik = Lk

Ck
(3)

Next, we evaluated the processing time of all VMs with the help of total workload
and capacity. It is used to check the processing time of all VMs at time ti and
identify the overloaded machine. Next, we calculate the standard deviation of a
load using Eq. (5)

PrT i = L

C
(4)

SD = 1

Z

z∑

i=1

(PrT ik − PrT i)2 (5)

where Lk , Ck are the capacity and load of kth VM respectively. Z is the number
of VMs.

Step 4: Find the overburden group

At the point when the present workload of the VM bunch goes beyond the extreme
capacity of the VM then it is overburdened and load balancing is unstable and also
we check the stability of the system using Eq. (6).

i f SD ≤ thv then system is stable

else
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system is unstable (6)

where thv is the threshold value which is in the range of [0–1].

Step 5: Apply aging concept

While scheduling jobs, priority of the recently arrived job is more than the existing
job than non-pre-emptive scheduling takes the job and put it at the front of the
queue, if this occurs again and again than there may be a chance of starvation. To
overcome this problem, aging is applied to gradually enhance the priority of those
jobs which are having longer waiting time as compared to the predefined time.
Thus by applying aging it tends to enhance the priority of jobs which are idle on
the system for longer time.

4 Performance Analysis

The performance of the system has been illustrated by implementing the concept
in Java [35] using CloudSim [36] simulator. The simulation has been carried out to
analyze the performance of two algorithms based on CPU time, execution time and
waiting time. At first, simulation is done for the existing load balancing algorithm,
namely HBB-LB and secondly, the proposed algorithm was simulated by varying
various parameters which are CPU time, execution time and waiting time. Then
the results of both algorithms are compared and a graphical analysis is also done in
order to have a clear vision of both the schemes. The graphical analysis of both the
algorithm is mentioned in Figs. 1, 2, 3, 4 and 5 in details.

In Fig. 1, we have taken number of user is 1, number of VM are 20 and number
of cloudlets or request (CL) are 40 then plotted the graph between CPU time and
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Fig. 1 CPU time versus process number
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Fig. 5 Waiting time versus process number

process number where CPU time for existing HBB-LB is 43.28 s and CPU time for
proposed HBI-LA is 37.04 s.

In Fig. 2, we have taken number of user is 1, number of VM are 10 and number of
CL are 40 then plotted the graph betweenCPU time and process number whereCPU
time for existingHBB-LB is 66.8 s and CPU time for proposedHBI-LA is 57.19 s. In
Fig. 3, we have analysed the performance of proposed scheme with number of user
is 1, number of VM are 20 and number of CL are 40 and plotted the graph between
execution time and process number where execution time for existing HBB-LB is
51.28 s and execution time for proposed HBI-LA is 45.04 s.

It can be observed from Fig. 4 that waiting time for existing HBB-LB is 35.28 s
and waiting time for proposed HBI-LA is 21.04 s where number of user is 1, number
of VM are 20 and number of CL are 40. In Fig. 5, waiting time for existing HBB-LB
is 58.8 s and waiting time for proposed HBI-LA is 41.2 s with number of user is 1,
number of VM, CL are 10 and 40 respectively then plotted the graph between them.

5 Conclusion

The request can be submitted in the form of cloudlets to the cloud datacenter. The
cloudlets contain parameters that have information about the amount of resources
required. CloudSim simulator is used for performing the simulation of the cloud
computing environment. In our work we used the HBI-LA technique for energy
consumption and load balancing between theVM. Tomitigate the starvation problem,
schedule the task from higher to lower priorities with the concept of aging. Also
compared the proposed method with existing one in terms of three parameters that is
CPU, execution andwaiting time for 10VMs and 20VMs and plot the graph between
these parameters and process number. After analysis of the results we found that
the proposed algorithm shows better performance, while scheduling the task with
priority.


