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Preface

Researchers have used a variety of techniques over the past century to gain funda-
mental insights in the field of immunology and, as technology has advanced, so 
too has the ability of researchers to delve deeper into the biological mechanics of 
immunity. The immune system is exceedingly complex and must patrol the entire 
body to protect us from foreign invaders. This requires the immune system to be 
highly mobile and adaptable - able to respond to diverse microbial challenges 
while maintaining the ability to distinguish self from a foreign invader. This latter 
feature is of great importance because the immune system is equipped with toxic 
mediators, and a failure in self/non-self discrimination can result in serious diseases. 
Fortunately, in most cases, the immune system operates within the framework of its 
elegant design and protects us from diverse microbial challenges without initiating 
disease.

Because the immune system is not confined to a single tissue, a comprehensive 
understanding of immunity requires that research be conducted at the molecular, 
cellular, and systems level. Immune cells often find customized solutions to han-
dling microbial insults that depend on the tissue(s) in which the pathogen is found. 
Removal of immune cells from their natural environment is one common means by 
which immunity is studied; however, this approach comes with the caveat that 
immune cells interact uniquely with the microenvironments and tissue architecture 
they encounter. Because no two tissues are alike, immune cells will often adapt and 
respond based on the unique microenvironment in which they reside. Given this 
fact, it is of great importance to consider cellular context when deciphering the 
mysteries of the immune system. Lessons learned in one tissue may not necessarily 
apply to the entire body.

Understanding the contextual side of immunity necessitates study of immune 
cells in vivo. However, those that pursue in vivo research immediately encounter 
the obstacle of how best to study immune cells in their natural environments. This 
obstacle is not a trivial one, as it is far easier to remove cells from their natural 
environments and study them ex vivo or in vitro. Fortunately, scientists in other 
disciplines have come to the rescue with exciting advances in imaging tech-
niques. These advances have enabled immunologists to quite literally “see” how 
immune cells respond to diverse challenges. Using static imaging approaches, 
researchers have captured snapshots in time, which are then pieced together with 

v



vi Preface

corroborating datasets to assemble a sequence of events. More recently, research-
ers have instituted an exciting upgrade, transitioning from static to dynamic 
imaging techniques such as two-photon laser scanning microscopy. These 
dynamic approaches are advantageous because researchers can use them to study 
immune cells in their natural environments in real time. Thus, it is no longer 
necessary to extrapolate from in vitro observations how immune cells operate in 
vivo. Immune cells operating in states of health and disease can now be filmed 
and studied afterwards in great detail.

The field of visualizing immunity has moved rapidly over recent years and has 
carved out an important niche within the broader discipline of immunology. This 
issue was assembled to pay tribute to those who have gleaned fundamental 
insights in immunology using imaging approaches. The reviews within span a 
breadth of knowledge that covers certain technical, molecular, cellular, and systems 
aspects of visualizing immunity. The issue begins with what should be considered 
when assembling a custom imaging platform and then progresses to the mechanics 
of T cell interactions and activation. From there, the issue moves on to lymphocyte 
motility/migration, B lymphocyte activation, and finally to visualizations of 
some challenges that immune cells face (e.g., pathogens and tumors). We felt that 
these topics have a natural flow in the order presented and allow the reader to 
“see” the development of immune responses at all levels. The visualizations 
within are aesthetically pleasing, and it is gratifying to know that many novel 
insights have been extracted from such stunning imagery. Now that the field has 
been set ablaze with enthusiasm, it is certain that exciting new immunological 
discoveries lie just around the corner. This issue is merely a snapshot in time for 
a field that should grow exponentially in the years to come. 

Dorian B. McGavern
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       Two-Photon Imaging of the Immune System: 
A Custom Technology Platform for 
High-Speed, Multicolor Tissue Imaging 
of Immune Responses       

     Andrew   Bullen   ,    Rachel   S.   Friedman   , and    Matthew   F.   Krummel     

   Abstract   Modern imaging approaches are proving important for addressing con-
temporary issues in the immune system. These approaches are particularly useful for 
characterizing the complex orchestration of immune responses in vivo. Multicolor, 
two-photon imaging has been proven to be especially enabling for such studies 
because of its superior tissue penetration, reduced image degradation by light scat-
tering leading to better resolution and its high image quality deep inside tissues. 
Here, we examine the functional requirements of two-photon imaging instruments 
necessary for such immune studies. These requirements include frame rate, spatial 
resolution and the number of emission channels. We use this discussion as a starting 
point to compare commercial systems and to introduce a custom technology plat-
form that meets these requirements. This platform is noteworthy because it is very 
cost-effective, flexible and experimentally useful. Representative data collected 
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2 A. Bullen et al.

with this instrument is used to demonstrate the utility of this platform. Finally, as 
the field is rapidly evolving, consideration is given to some of the cutting-edge 
developments in multiphoton microscopy that will likely improve signal strength, 
depth penetration and/or the experimental usefulness of this approach.    

  1 Introduction  

 Direct imaging of the individual cell types of the immune system in their native 
context undeniably provides the most accurate spatiotemporal assessment of the 
system-wide properties of the immune response. Over the past 6 years, this technique 
has increasingly been facilitated by imaging methods utilizing two-photon laser-
scanning microscopy (TPLSM) (Cahalan and Parker  2008) . Unlike other methods, 
the behavior of individual cells are observed via this technology in an largely intact 
microenvironment containing, by definition, physiological concentrations of soluble 
mediators, growth factors, as well as cell–cell contacts with other components of 
the system. 

 Central to this is the ability of multiphoton excitation to provide improved depth 
penetration and reduced phototoxicity over longer observation periods (Cahalan et al. 
 2002 ; Williams et al.  2001) , which is a key aspect to observing biology over time 
within healthy tissues. To achieve such observational accuracy, however, is not 
without challenges. These include proper experimental design to highlight specific 
cells without perturbing the overall biology, optimal sample preparation to minimize 
artifacts due to whole animal surgery and, of course, the best possible instrumenta-
tion for detecting optical signals from the deepest possible location within complex 
organs. This latter component is an area of intense development and an area whose 
improvement simplifies experimental and sample-preparation considerations. In this 
review, we will highlight the optical and instrumentation approaches that are 
improving this technology, and compare a variety of TPLSM implementations used 
in immune-imaging. As an example of a custom system that has been highly successful 
in imaging immune responses, we will elaborate the details of a custom-instrument 
that we have implemented, and which is increasingly being adopted for its relative 
ease of implementation, flexibility, cost, and importantly, imaging quality. Finally, 
we will describe emerging technologies and how they are likely to improve spatial 
and temporal aspects of this approach. 

  1.1  The Power of Imaging for Addressing 
Issues/Answering Questions in the Immune System 

 What are the benefits of live-cell imaging in the immune response, generally? 
Studies undertaken by Wülfing and Davis (Wülfing et al.  1997) , Delon and 
Trautmann (Delon et al.  1998) , Negulescu and Cahalan (Negulescu et al.  1996)  
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and Dustin and Unanue (Dustin et al.  1997)  in the mid-1990s highlighted the distinct 
power of observing single cell dynamics with reference to the calcium response. 
Notably, all these groups were able to take advantage of the fact that imaging 
single-cell dynamics permits the direct observation of an activation ‘timeline’. 
In particular, they were to observe each cell from the start of its interaction with 
an antigen-presenting cell, followed by the full course of activation and calcium 
influx dynamics as it related to cell shape change and motility arrest (Negulescu 
et al.  1996 ; Dustin et al.  1997 ; Delon et al.  1998) , and subsequently how it was 
influenced by the nature of antigen-presenting cells (APC) (Delon et al.  1998)  and 
peptide–MHC complexes (pMHC) (Wülfing et al.  1997) . 

 The imaging of single events in their entirety provides clear benefits over other 
‘bulk’ methods such as flow cytometry for observing kinetic relationships since it 
avoids the ‘temporal smear’ generated by variations in the population behavior. 
Take, for example, the onset, magnitude, and duration of calcium signaling in a 
population of cells. A variation within the population in any of these parameters can 
be both observed and normalized when all cells are measured in their entirety during 
the period of interest. In contrast, a bulk measurement of the population over time 
simply measures the average behavior. If there is great variation in any of the 
kinetic parameters, the maximum magnitude of the others can be misrepresented 
due to contributions from cells that are at different stages of the response. Analysis 
of single cells allows all parameters to be viewed in their direct relationship to each 
other (i.e., in the recording of each single cell). These can later be pooled by common 
feature for statistical analysis (e.g., always starting at the time of onset of the 
responses), thus providing dramatically improved details of downstream kinetic 
relationships within the population. 

 The direct observation of cells undergoing biological activity using real-time 
microscopy also provides important spatial information. This information can help 
describe subcellular events and/or characterize the local microenvironment. In the 
first case, direct imaging of immune cells in vitro permits subcellular analysis of 
responses, such as the very early imaging of antibody-driven calcium influx within 
cytotoxic T lymphocytes (CTLs). Such observations have provided evidence that 
much of the influx was polarized, emanating from a single side of the cell (Poenie 
et al.  1987) . This is now known to represent release of intracellular calcium stores, 
often from polarized endoplasmic reticulum (ER). Similarly, the movement of sub-
cellular signaling molecules within cells, tagged with GFP, permits the assembly of 
a wide variety of signaling complexes to be analyzed with reference to calcium 
signaling, morphology, and/or motility (Krummel et al.  2000 ; Schaefer et al.  1999 ; 
Bunnell et al.  2001 ; Varma et al.  2006 ; Yokosuka et al.  2005) . In the second case, 
cellular behavior in complex tissues is not constant but rather varies depending on 
local factors such as the presence of chemokines. For example, naive T cells arrest 
more on dendritic cells (DC) that are already involved in activation via other T cells 
(Hugues et al.  2007 ; Castellino et al.  2006) . This type of problem, in particular, has 
benefited from multiphoton imaging of immune responses in vivo. 

 Within this area, multiphoton microscopy has, or is poised, to address the 
following types of questions with respect to cellular activation:
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  •  What are the single-cell dynamics of activation? For example, Miller and 
Cahalan (Miller et al.  200 2,  200 4), and Mempel and von Andrian (Mempel et al. 
 2004)  have shown that T cells undergo activation in multiple phases, corre-
sponding to initial scanning of antigen-bearing surfaces and culminating in firm 
arrest of T cells on activated DCs.  

 •  Where does activation occur spatially within a given tissue? For example, it was 
found that B cells can be activated on DCs, following entry into the lymph 
node, and as they traverse the T cell zone rather than solely in B cell zone (Qi 
et al.  2006) .  

 •  What is the effect of the spatial milieu (different microenvironments or different 
tissues)? For example, activating B cells near the B cell zone/T cell zone junction 
are sensitive to a chemokine gradient in that zone which attracts them toward the 
T cell zone. In contrast, more distal cells show no evidence of motion toward this 
potential source of T cell ‘help’ (Okada et al.  2005) .  

 •  Which cell types are present during an immune response in vivo and how do they 
contribute? For example, DCs have been highlighted to be the partners for T cell 
activation using chemical dye-labeling in vivo (Miller et al.  2004) , dye-labeling 
prior to their adoption (Mempel et al.  2004 ; Bousso and Robey  2003) , antibody-
labeling in vivo (Hugues et al.  2004) , and genetic marking (Lindquist et al.  2004 ; 
Shakhar et al.  2005) .    

 Multiphoton microscopy has the potential to produce multiple types of readouts. 
Currently, a majority is limited to determinations of cell–cell interactions and posi-
tional detail although improving instrumentation is now permitting greater use of 
subcellular markers. Such resolution and sensitivity will begin to allow direct meas-
urements of signaling protein aggregation, endocytosis, exocytosis, and polarity, in 
addition to the creation of custom biosensors to report on specific signaling cascades. 
Some of the most frequently applied include:

  •  Cell arrest. For example, the arrest of T cells following exposure to antigen 
(Miller et al.  2002 ; Bousso and Robey  2003) .  

 •  Cell morphology. For example, T cells undergoing motility tend to do so in a 
hand-mirror morphology, similar to amoeba (Miller et al.  2002) .  

 •  Calcium influx. For example, B cells encountering antigen-bearing DCs upon 
entry into the lymph node can be observed to flux calcium as measured by Fluo4 
(Qi et al.  2006) . This method is limited at present as the fluorescent dyes for 
these types of studies are rapidly vesicularized.  

 •  Cell–cell association (or persistence). For example, T cells activating in a lymph 
node often do so in ‘clusters’ (Bousso and Robey  2003 ; Tang et al.  2006 ; Beuneu 
et al.  2006 ; Sabatos et al. 2008) and such clusters can permit long-lived cell–cell 
contacts between adjacent cells leading to directed cytokine secretion (Sabatos 
et al.  2008) .  

 •  Subcellular analysis of particle distribution. For example, antigens taken up by 
macrophages in the cortical sinus are distributed within subcellular compart-
ments there (Phan et al.  2007) .     
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  1.2  Functional Requirements for Imaging Immune 
Function In Vivo 

 Leukocytes have defined characteristics that define the requirements for imaging 
events in vivo. On the one hand, the immune system is highly motile and thus 
requires sufficiently fast sampling to quantify this motion. In addition, this is a 
system containing multiple cell types and, thus, requires multiple labeling and 
detection strategies to differentiate cell types. It is also not limited in its activity to 
the surface of tissues or organs – in fact the cells of the immune system can lie deep 
within tissues, surveying for or defending against foreign organisms. 

 Functional requirements that need be considered for imaging are speed of sampling, 
sensitivity of detection, particularly with reference to depth penetration, multicolor 
acquisition, and the tradeoff between all of these and microscopic spatial resolution 
and macroscopic field of view (FOV). 

  1.2.1 Frame-Rate and Speed of Acquisition Considerations 

 Lymphocytes, key players in the immune responses, are intrinsically motile, with 
center-of-mass displacements that reach >25  m m min −1  (Miller et al.  2002) . In addition, 
projections from the lymphocyte surface can appear and significantly change 
within seconds. As the path taken by T cells is rarely linear in tissues such as lymph 
nodes but more closely resembles a ‘random walk’ (Miller et al.  2002)  (though it is 
not likely to be truly ‘random’; Bajenoff et al.  2006) , higher sampling frequencies 
are essential to provide an accurate readout of instantaneous velocities. Regardless 
of the underlying guiding force for movement, it is clear that sampling frequency 
plays a large part in determining the accuracy of a measurement of velocity, par-
ticularly when cells are persistent for only a finite period of time. A brief practical 
measure is that the sampling interval t should be considerably less than the persistence 
time P. 

 As an illustrative example, consider theoretical displacements based on motion 
described by a typical equation for a Persistent Random Walk (Othmer et al.  1988) :

  < d(t) 2  > = nS2 [Pt - P 2  (1– e - t/P ),   

 where  d ( t ) is the observed displacement,  n  is the number of dimensions,  S  is the 
speed, and  P  is the persistence (period of time without a turn). When the observed 
time period is less than the cellular directional persistence time ( t < P) , the equation 
reduces to:

   d  ( t ) =  St    

 which is to say that the observed displacement is closely approximated by measures 
of speed multiplied by time. This is the ideal measurement scenario – that the measured 
displacement is in fact an accurate measure of the true instantaneous velocities. 
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 For a theoretical cell with persistence of 2 min whose behavior followed this type 
of description (S set to 10), measurements at 30-s intervals ( P > t ) would yield 
displacement values of 5.8  m m/30 s and therefore velocities of 11.6  m m min −1 . 
Intervals of collection of 2 min ( P = t ) would on average obtain measurements of 
“instantaneous velocities” as ~21  m m 2 min −1  or 10.5  m m min −1 . Further reduced sam-
pling rates of 4 and 10 min intervals ( P < t ) would on average obtain measurements 
of “instantaneous velocities” as 8.7 and 6.9  m m min −1 , respectively. The true magni-
tude of the errors obviously depends upon the underlying biology and doubtless 
adheres to a significantly more complex description. Indeed, there are a plethora of 
variations of models for modeling cell motility (Codling et al.  2008) . However, this 
example serves to indicate the value of fast sampling in theory, but may also indicate 
a practical explanation for modest differences in reported motility parameters for naive 
T lymphocytes depending upon the frame-rate of data acquisition. 

 In practice, lymphocytes can cover considerable distances during a short time 
course of analysis. This in turn creates the important consideration of total X–Y–Z 
FOV since one cannot track a cell that has left the observation volume. Practically, 
this will create conflicts with requirements for spatial resolution, since complete 
sampling of a larger volume can either be done by capturing more pixels (longer 
collection times) or with the same number of larger pixels. Practically, this often 
entails variations in the number of Z-slices that are collected since varying this 
parameter can quickly multiply the time taken to acquire data. For example, 
presuming 30 z-stacks are required to capture a sufficient volume of data for analysis, 
3-s acquisition times result in a full 90 s-between frames, thus potentially under-
representing the very fastest movements as described above. Lowering spatial resolution 
in the  Z -axis by taking larger Z-steps may initially appear an attractive way to minimize 
these bottlenecks. However, the resulting decrease in ability to accurately assess the 
cell center of mass in the  Z -axis results in inaccurate high and low velocities being 
reported and, more generally, a broadening of the velocity distribution. A more 
detailed analysis of the effect of both temporal and spatial sampling frequency on 
the accuracy of velocity measurements is presented in Codling and Hill  (2005) .  

  1.2.2 Number of Detection Channels 

 As the examples above illustrate, measurements of cells and their behaviors in vivo 
most frequently rely upon the relationships amongst cell types and their environ-
ment. Consequently, the number of detection channels should match the number of 
fluorescent tags. To this extent, a two-cell interaction requires at least two distinct 
channels in which to collect the fluorescence emissions from two distinct dyes. 
For example, interactions between T cells and DCs can be achieved using a red 
fluorophore (e.g., the vital dye CMTMR) to label T cells and the distinct green 
fluorophore (e.g., CFSE) labeling method for the DCs (Miller et al.  2004) . 

 However, as the compartmentalization of the immune response is studied further, 
it becomes apparent that even a ‘simple’ organ like a lymph node comprises distinct 
zones and behaviors which vary according to those zones. This requires the use of 
additional fluorophores or combinations of fluorophores to highlight critical regions; 
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we term this fiduciary labeling as the fluorophore which thus serves to highlight key 
positions within organs and tissues. So, for example, activating B cells near the T–B 
border move toward the border as a result of gradients of CCR7 ligands whereas 
those that are a distance away fail to do so – despite both being within the same B 
cell follicle (Okada et al.  2005) . Additional fluorophores that highlight this border 
(in this case those that highlight the T cell zone) prove useful in determining the 
spatially distinct behavior. As another example, T cells in ectopic EL-4 tumors tend 
to migrate along paths parallel to blood vessels. Markers that highlight the blood 
vessels are necessary to reveal this – otherwise the T cells show guided migration 
without any mechanistic insight behind the nature of this confinement. 

 Thus, the use of fiduciary labeling leads to a frequent need to provide at least a 
third channel. More complex biology (i.e . , those involving more than two cell types 
plus obligate fiduciary labels) can easily require 4 or more channels and this should 
be considered for choosing or adapting a microscope. In practice, the number of 
fluorophores and thus channels does not need to equal the number of distinct species 
to be labeled due to the possibility for multiplexing. In this way, three cell types can 
be labeled using combinations of just two dyes (green, red and green–red together 
create three distinct species in just two channels). As a general rule, the number of 
populations that can be distinctly labeled can be defined as:

  C = 2 n  -1   

 where  C  is the number of distinct species that can be separately distinguished based 
on binary determinations of the presence of a dye and n is the number of channels 
of distinct detection. In practice, the true number that can be distinguished depends 
a bit on the application. For example, if labeled species (e.g., cells) never get very 
close, then different levels of each dye can be introduced into collections of cells 
leading to much larger variation in species and thus discrimination. As an example, 
Lichtman and colleagues generated populations of neurons in vivo using differing 
levels of CFP, YFP, and dsRed (three fluorophores) which permitted discrimination 
of approximately 90 different ‘colors’ based on combinations of just these three 
(Livet et al.  2007) . On the other hand, the ability to discriminate based on quantitative 
measures of each component (component analysis) is made more difficult by 
fluorophores with wide-emissions that ‘bleed’ light into each other’s emission 
channels and thus somewhat resemble ‘dual-colored species’. Component analysis 
can often still distinguish these, except when cells or structures bearing fluorophores 
get very close to one another. When species overlap in the same measurement space 
(i.e., voxel), the quantitative contributions also blur and it is often difficult to tease 
apart the borders of the two. Under such circumstances, more distinct fluorophores 
may be required.  

  1.2.3 Detection Sensitivity 

 A critical requirement for effective deep-tissue imaging of immune cells is efficient 
detection of emission light. There are two aspects of detection sensitivity: detector 
sensitivity and detection path efficiency. In general, there are two main detector options: 
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photomultiplier tubes (PMTs) and charge-coupled device (CCD) cameras. CCD 
cameras typically have better quantum efficiency, the ability to convert light into 
electrical signals suitable to digitize. However, while both detector types can have 
high gain capabilities, PMTs often excel in multichannel and scanning applications 
because they combine good sensitivity with a large measurement bandwidth. PMT-
based systems are also less affected by scattering in the emission path because 
fluorescence is assigned to a particular point in the sample based on its instantaneous 
excitation time rather than by its position at the detector. Additionally, PMT number 
scales more cheaply than increases in camera number. This is particularly important 
for systems employing three or four emission channels. While it is possible to combine 
a CCD camera with an emission filter wheel to get spectral separation this results 
in considerably higher total collection times since each volume of data needs to be 
illuminated multiple times. This in turn can affect the overall collection speed and 
increase the likelihood of photobleaching and phototoxicity at the sample. 

 The nature of the detection path also determines the collection efficiency of the 
optical system and is therefore an important parameter. The detection path extends 
from the back aperture of the objective lens through to the detector itself. From an 
optical design perspective, short detection paths generally provide the greatest 
collection efficiency. Furthermore, the correct choice of dichroic mirrors and 
barrier filters along this path are critical to maximizing total detection efficiency, 
minimizing the detection of autofluorescent wavelengths and minimizing bleed-
over or crosstalk between emission channels.  

  1.2.4 Number of Lasers 

 Another way to distinguish between different fluorescent species (and thereby 
discriminate between more cell types or fiduciary species) is to employ different 
excitation wavelengths. Switching between different excitation wavelengths is not 
easily achieved with current Ti-sapphire lasers. However, we and a number of 
other groups have begun to integrate multiple lasers into a single system. While 
not a cheap option, this approach benefits from the ability to excite more fluoro-
phores and distinguish between fluorophores with overlapping emission spectra 
but resolvable excitation spectra. However, simultaneously illuminating a sample 
with two lasers increases the likelihood of phototoxicity and complicates the dis-
crimination of fluorophores with overlapping excitation spectra. For this reason, 
dual or multiple laser systems typically require recording from interlaced frames, 
which increases the amount of time required to scan the sample and thus 
decreases the overall collection rate.  

  1.2.5 Depth Penetration 

 Much of the interesting biology of the immune response occurs below the surface 
of organs. Unfortunately, most mammalian tissues scatter visible light significantly 
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and do so in a wavelength-dependent fashion. Measured scattering constants ( m s) 
are typically of the order of 50 cm −1  (Collier et al.  2003) . The probability of transmission 
 T  of the photon without redirection by scattering after a path length  L  (cm) is given 
by the equation:

  T =  e  -ms L  .   

 Under these circumstances, at depths of just 50  m m, approximately 25% of the 
incident beam is typically scattered (and lost) during excitation and a similar per-
centage is redirected during fluorescence emission. This rises to 40% at 100  m m 
and 72% at 250  m m making such depths practically inaccessible. 

 Additionally, tissue is not just scattering but also absorptive of both incident 
light and emitted fluorescence, an effect that is linearly related to the tissue thick-
ness (depth) subtended during excitation. Absorption is also highly dependent on 
the wavelength of incident light (or fluorescence) and is somewhat tissue specific. 
Typically, visible light is more likely to be absorbed. In fact, it has long been rec-
ognized that there exists an “optical window” (i.e., 600–700 nm) where major cell 
and tissue absorbers, such as melanin and hemoglobin, exhibit the least amount of 
absorbance (König  2000) . This optical window has been exploited by many in vivo 
microscopic techniques (Frangioni  2003) . 

 Scanning of the sample (vs full field illumination), coupled with collection at a 
PMT, permits spatial assignment of all of the measured emitted light intensity. This 
occurs regardless of the scattered path this light takes en route to the PMT and thus 
effectively eliminates a large portion of emission scatter. However, the most critical 
feature in deep tissue is absorption and this is where many confocal approaches often 
fail. In practice, imaged depths of up to 100  m m have been reported with spinning 
disk (Egeblad et al.  2008)  or even scanning-based confocal microscopy (Stoll et al. 
 2002) . The former, when operated up to these depths, can sometimes be significantly 
better than multiphoton imaging as a result of the larger quantum efficiencies of 
current-generation cascade-based CCD cameras (as compared to PMTs). There can 
also be some overall benefit in resolution at shallow depths due to the combined 
effects of lower wavelengths used in single-photon and confocal pinhole on the 
overall point-spread function. However, starting around 50  m m in many tissues, the 
scatter into adjacent pixels (blurring) combined with the loss of incident excitation 
light due to single-photon absorption becomes unacceptably high.   

  1.3 Advantages of Multiphoton Imaging 

 While many forms of optical imaging can be used to study the immune system, 
multiphoton imaging has many clear advantages. These advantages include superior 
tissue penetration, less image degradation by light scattering leading to better resolution, 
and high image quality deep inside tissues. Furthermore, tissue autofluorescence 
elicited with infra-red (IR) excitation is significantly reduced over equivalent visible 
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wavelengths, which improves signal specificity and image brightness against background. 
When compared to confocal systems, multiphoton systems typically exhibit better 
optical efficiency with no signal loss arising from an emission pinhole. So, while 
absolute signal magnitude is typically less when compared to confocal applications, 
the overall signal-to-noise ratio is typically improved. Multiphoton excitation also 
produces highly resolved z excitation planes that leads to extremely good z-registration 
and consequently better three dimensional reconstructions. This localized excitation 
also produces lower levels of photodamage (i.e., toxicity) and thereby allows 
increased recording episodes. In short, the tissue penetrating power of infrared light 
makes multiphoton excitation especially suitable for ex vivo and in situ imaging. 

 Multiphoton imaging systems are available in many forms. These options 
include commercial systems, user adaptations of existing confocal microscopes, 
and custom systems. Many of these current options and the relative merits of each 
type are documented in Table  1 . Current commercial two-photon imaging systems 
are commonly extensions of existing confocal microscopes and therefore enjoy the 
advantages of being commercial grade instruments with the flexibility to perform 
different kinds of imaging.  

 In contrast, custom-built systems can be constructed at a considerably reduced 
cost and offer greater potential for customization. In particular, they offer the ability 
to quickly add extra features and improved capabilities. There are also several free 
software packages [e.g., ScanImage (Pologruto et al.  2003)  and MPScope (Nguyen 
et al.  2006)]  available that facilitate the construction of these custom-built sys-
tems. Existing confocal microscopes can also be retrofitted by users to become 
two-photon scopes, and there are several reports documenting how this can be 
done (e.g., Fan et al  1999 ; Majewska et al.  2000 ; Nikolenko et al.  2003 ; Ridsdale 
et al.  2004) .   

  2 Description of Custom Two-Photon Instrumentation  

 We have assembled a scanning two-photon system based on a resonant scanner as 
first used by Tsien and colleagues (Fan et al.  1999) . Our design was modeled after 
second generation resonant scanner designs by Ian Parker and Mike Sanderson 
(Sanderson and Parker  2003 ; Callamaras and Parker  1999) . Their early designs 
functioned as confocal systems but more recent incarnations extend the technology 
(and actually simplify the design) for two-photon excitation (Nguyen et al.  2001) . 
In addition to minor modifications in the overall design of the Parker/Sanderson 
prototypes, our instruments have been expanded to include four PMTs and also 
place those PMTs within the infinity space of the objective. Four-channel collection 
(and higher channel numbers) are now possible using high-speed acquisition cards. 
Furthermore, as we are essentially biologists first, our system is facilitated by a 
collection of scan-head parts available from Sutter Instruments. This availability 
dramatically reduces the need for novices to construct parts. 
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  2.1  A Custom Design Composed of Off-the-Shelf Parts 
Simplifies System Construction 

 The important elements in this design are shown schematically in Fig.  1 . 
Generally, this system can be assembled from readily available parts. Each of 
these parts and their important properties are discussed below. Additional and 
more detailed information regarding this design is available on our website 
(  http://pathology.ucsf.edu/krummel/2PhotonHome.html    ). Included on this site is 
a comprehensive parts list.  

  2.1.1 Laser 

 Highly specialized lasers are required for multiphoton excitation. In particular, this 
type of excitation requires the concentration of photons in space and time. Spatial 
concentration of photons is normally achieved by focusing a laser beam to a small 
spot with a high numerical aperture objective lens as in traditional single-photon 
microscopy. In contrast, the temporal concentration of photons is accomplished by 
compressing photons from a continuous source into ultra-short (i.e., femtosecond) 
pulses. Near-infrared pulses of this type are commonly produced by a Ti-sapphire 
oscillator driven by a continuous-wave pump laser and typically exhibit high peak 
intensities but low average power. 

 Early Ti-sapphire lasers were notable for their limited wavelength range and 
poor user friendliness. In particular, these early systems were intolerant to variations 

  Fig. 1    Instrument design scheme including: (1) Ti–sapphire laser; (2) pulse conditioner; (3) 
mechanical shutter; (4) neutral density filter wheel; (5) scanning mirrors; (6) primary dichroic 
mirror; (7) z-focus drive including objective; and (8) PMTs       
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in room temperature and required constant adjustment. Now, however, there are 
modern one-box solutions that encompass both the pump laser and the regenerative 
amplifier which perform more robustly. These systems have simplified laser control 
and operation to the point where everyday laser operation no longer requires a 
specialized laser technician. 

 Likewise, extended range Ti:Sapphire lasers are now available that give access, 
and sufficient power, to a wider spectral range (700–1,040 nm). This is important 
for those interested imaging with red fluorescent protein (RFP) and other indicators 
that require longer excitation wavelengths. This improved spectral bandwidth also 
enables the use of more fluorophores within the same experiments. 

 Our multiphoton imaging systems all employ some version of the Newport/
Spectraphysics Maitai product, but equivalent lasers from other suppliers are availa-
ble that perform similarly. This laser has a pulse length of approximately of ~100 
fs and is clocked at 80 MHz. Lasers are available that possess shorter pulse lengths 
and in theory these may improve multiphoton excitation provided that these pulses 
can be propagated all the way to the sample. These Ti–sapphire systems also come 
in a range of sizes. Typically, 6-W systems produce sufficient power to support 
most kinds of imaging. Because of the nature of this laser, and the downstream 
imaging hardware, it is firmly mounted to a large vibration isolation table.  

  2.1.2 Pulse Conditioning Unit 

 Immediately downstream of the laser is a pulse-conditioning unit that prechirps the 
femtosecond pulses in a way that maximizes the efficiency of multiphoton excitation. 
The role of this device and its utility is described in a later section. We have 
employed two different version of this technology: firstly, a freestanding device 
from APE (Berlin, Germany) called FemtoControl, and secondly, on a separate system, 
we have installed an add-on called DeepSee, from Newport/Spectraphysics, to an 
existing Ti–sapphire laser. Both systems are functionally equivalent.  

  2.1.3 Translation Optics 

 The beam steering optics used in this design translate the laser beam between 
devices laid out on a large vibration isolation table. Typically we have chosen to use 
optical components that are optimized for ultra-fast laser applications (mostly from 
Newport Corporation). These broadband optics are designed to operate over the 
spectral range, and at the power levels, of the Ti–sapphire laser while exhibiting 
maximizing reflectivity and minimizing pulse dispersion.  

  2.1.4 Scanning Mirrors 

 The vast majority of laser scanning microscopes use galvanometer mirrors. They 
have excellent optical properties and allow zooming and image rotation. Their major 
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drawback is their relatively slow speed (>1 ms per line). Resonant mirrors are an 
alternative often used for high frame rate imaging. We have chosen to use a dual 
configuration including a fast (8 kHz) resonant scanner for fast line scans (CRS) and 
a slower closed-loop galvanometric scanner for vertical scanning (M3S). 
Bi-directional horizontal scanning enables line scans of approximately ~60  m s in 
duration which corresponds to video rate imaging with 480 lines per image. We 
obtained both these scanning mirrors from General Scanning Inc. (GSI; Billerica, 
MA). Each scanner is under the control of custom electronics also supplied by GSI. 
These electronics, power supplies and related hardware required to synchronize this 
system with the video acquisition board are contained within a mirror control box 
(Sutter Instruments, Novato, CA). These scanners are mounted on an optical bread-
board enclosed within a scanning enclosure. This enclosure was also manufactured 
by Sutter Instruments and is mounted adjacent to Olympus BX51 microscope base. 

 One problem with these resonant mirrors is that they introduce some image 
distortion that requires digital correction. This distortion arises because the mirror 
velocity is not linear but rather has a sinusoidal profile. The pixel manipulation and 
field selection required to overcome this image distortion is conducted automati-
cally behind the scenes and is transparent to the user. Details of the mathematical 
procedure underlying this correction have been described extensively elsewhere 
(Sanderson  2004 ; Leybaert et al.  2005) .  

  2.1.5 Objectives, Field Size and Stage Movement 

 The objective lens(es) used with this system determines the level of spatial resolu-
tion and the efficiency of signal capture. Any lens considered must also be able to 
work in media or physiological fluids and possess sufficient working distance for 
use with tissues and animals. Moreover, it must exhibit high transmittance for both 
the pulsed IR excitation light and a wide range of emitted fluorescence. We pre-
dominantly use an XLUMP FL20XW from Olympus. This objective combines 
intermediate magnification (20×) with relatively high NA (0.95) and is particularly 
well suited for imaging in scattering tissue. 

 This system also possesses electronic control of the field size. The user is able 
to choose between two pixel sizes (i.e., 0.4 or 0.7  m m pixel −1 ). Correspondingly, the 
field size scanned is either 192 × 160  m m or 336 × 280  m m. 

 While most of the experimental work conducted on this system is focused on a 
microscopic level of detail, there are instances where users want to combine both 
microscopic and macroscopic levels of resolution. This is achieved by stage scan-
ning with a motorized stage (Prior 101A, Boston, MA). This process is automated 
and controlled in software (described below).  

  2.1.6 PMT Selection 

 Photomultiplier tubes are hand-made devices with a surprising amount of batch-to-
batch variability in their signal- and noise-amplification characteristics. While each 
supplier typically provides average values for sensitivity and noise performance, 
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these can be misleading. In particular, root–mean–square (rms) measurements of 
noise performance are essentially time-averages that disguise significant peak-to-
peak signal fluctuations. In high bandwidth applications, such as video rate scan-
ning, short but significant bursts of noise, which are undetectable in rms 
measurements, become significant problems. For example, in a system collecting 
pixels at MHz frequency, we have observed PMTs with transient bursts of noise 
lasting just a microsecond or two that cause isolated pixels to become completely 
saturated. Depending on the frequency of these bursts, such PMTs may prove 
unsuitable for imaging. Some suppliers allow batches of 10–20 PMTs to be indi-
vidually tested as part of a purchase. In general, there continues to be advances in 
the development of lower-noise, high gain PMTs. For instance, some latest genera-
tion GaAs-based detectors have shown exceptional sensitivity and signal-to-noise 
performance. However, such PMTs can also become easily saturated and tran-
siently insensitive. This places an additional burden on the user to carefully manage 
their light levels to avoid such damage.  

  2.1.7 Emission Split Allows Four-Color Imaging 

 The four emission channels included in this design provide coverage of most of the 
visual spectrum normally used for fluorescence imaging. A scheme showing the 
specifics of these individual channels is documented in Fig.  2 . The spectral place-
ment of these channels allows one to collect signal from four independent fluoro-
phores. Moreover, the relative placement of these filters was chosen to (1) match 
the spectra from currently available fluorescent proteins, (2) provide the best spec-
tral separation between fluorophores, and (3) to maximize the signal capture in 
each channel. With our current hardware, there is some flexibility to switch emis-
sion filters and thereby fine-tune these channels even further, but changing dichroic 
mirrors is more difficult. In cases where the spectra of two fluorophores overlap in 
adjacent channels, it is possible, via image math, to separate out the underlying 
contribution of each indicator. Likewise, linear unmixing can be used to remove the 
contribution of autofluorescence or overlapping signals. Examples of these proce-
dures are shown in below Fig. 6.  

2.1.8 Software

 Our system employs several different software applications from multiple vendors. 
These applications are run on two separate computers and in turn connect to several 
devices or control boxes. A scheme documenting the relationships between these 
computers, applications and devices is shown in Fig.  3 . Coordination of these dis-
parate elements during image acquisition is achieved by a single master application 
(Confocal; IO Industries, London, Ontario, Canada). The Confocal application 
controls the scheduling and relative timing of all the hardware devices used in a 
typical experiment. It also interacts with a commercial video recording software 
suite (i.e., VideoSavant) that is used to reconstruct and record images.  
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 The graphical user interfaces of these programs are shown in Fig.  4 . The confocal 
application is composed of a Main tab and three derivative tabs. Data can be acquired 
as a single time point, a z-series, a z-series over time, or any of the above using 
multiple stage positions. Files are exported in multiimage TIFF format that is acces-
sible to Image J, Metamorph, Imaris, and the simpler Windows image viewers.    

  2.2 Optimizing Two-Photon Instrumentation 

 It is relatively common nowadays to be able to buy, or retrofit, an existing confocal 
microscope with a laser suitable for multiphoton excitation. However, such instru-
ments provide relatively poor imaging capabilities and many are unable to achieve 
the necessary frames rates described earlier. Furthermore, the relative efficiency of 
IR delivery and fluorescence capture in these systems is often suboptimal. Based 
on these factors and others we have learned from experience, the following section 
describes several critical considerations in achieving high quality multiphoton 
images and physiologically relevant results. 

  Fig. 2    Emission split. This optical configuration is optimized to capture the maximum fluores-
cence signal from commonly used fluorescence proteins (especially CFP, GFP, YFP and dsRed or 
similar). This setup includes a strong excitation blocking filter that excludes any backscattered 
excitation light without impacting the emitted fluorescence.  DCSP  Dichroic short-pass mirror, 
 DCLP  dichroic long-pass mirror. Barrier filters described by their center wavelength (and full 
width at half maximum)       
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  2.2.1 A Simplified Light Path Minimizes the Effect of Dispersion 

 The strength of multiphoton excitation is inversely proportional to pulse duration. 
Although very short pulses (<100 fs) give the strongest signal, they are no longer 
purely monochromatic and, as they propagate through different optical elements 
(i.e., optical fibers and objective lens), some dispersion, or pulse broadening, 
occurs. This chromatic dispersion arises because separate spectral components 
are retarded differentially depending on their wavelength. Pulse dispersion 
reduces the overall efficiency of multiphoton excitation in general but is most 

  Fig. 3    Software control scheme showing the relationship between the acquisition and laser 
control computers, device control boxes and each physical device in the larger system.  Dotted blue 
lines  represent outbound control signals.  Black lines  represent acquired or processed signals       
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problematic in applications that use complicated optical configurations such as 
intravital microscopy (IVM). In theory, pulses of greater starting intensity could 
be used to overcome dispersion, but these can cause photodamage. Similarly, 
pulse power can be amplified at the expense of repetition rate (Theer et al.  2003)  
but again, only under conditions in which photodamage or background fluores-
cence are not limiting. 

  Fig. 4    Software user interface. ( a ) Applications running on the laser control computer. ( b ) 
Different control tabs of the Confocal application running on the acquisition computer       


