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## Preface

The idea for this book originated during the workshop "Model order reduction, coupled problems and optimization" held at the Lorentz Center in Leiden from September 19-23, 2005. During one of the discussion sessions, it became clear that a book describing the state of the art in model order reduction, starting from the very basics and containing an overview of all relevant techniques, would be of great use for students, young researchers starting in the field, and experienced researchers. The observation that most of the theory on model order reduction is scattered over many good papers, making it difficult to find a good starting point, was supported by most of the participants. Moreover, most of the speakers at the workshop were willing to contribute to the book that is now in front of you.

The goal of this book, as defined during the discussion sessions at the workshop, is three-fold: first, it should describe the basics of model order reduction. Second, both general and more specialized model order reduction techniques for linear and nonlinear systems should be covered, including the use of several related numerical techniques. Third, the use of model order reduction techniques in practical applications and current research aspects should be discussed.

We have organized the book according to these goals. In Part I, the rationale behind model order reduction is explained, and an overview of the most common methods is described. Furthermore, in the second chapter, an introduction is given to background material from numerical linear algebra needed to assess the theory and methods presented later in the book. This is very important and useful information, as advances in numerical linear algebra often lead to new results in the area of model order reduction. Thus, the first two chapters serve as an introduction to readers who are not familiar with the subject. In Part II, model order reduction techniques and related numerical problems are described from different points of view: both frameworks for structure-preserving techniques and more specialized techniques are presented, while numerical methods for (closely) related problems and approaches for nonlinear systems are considered as well. This part serves as the theoretical backbone of the book, containing an overview of techniques used and areas covered. In Part III the focus is on research aspects and applications of model order reduction. A variety of experiments with real-life examples shows that different problems require
different techniques, while application of the techniques leads to new research topics that are described as well.

Despite the fact that the workshop was organized already in 2005, this book contains many recent advances in model order reduction. Moreover, it presents several open problems for which techniques are still in development, related to both linear systems, which become larger and more complex mainly due to industrial requirements, and nonlinear systems, which demand a completely new theory. The latter illustrates the final and most important goal of this book, namely to serve as a source of inspiration for its readers, who will discover that model order reduction is a very exciting and lively field.

At this point we would like to thank all authors of the chapters in this book. Without the contributions of these experts, it would not be possible to cover the wide and rapidly developing field of model order reduction in one book.

Leiden, Utrecht, Eindhoven
September 2005 - May 2008

Wil Schilders
Henk van der Vorst
Joost Rommes
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# Introduction to Model Order Reduction 

Wil Schilders ${ }^{1,2}$<br>${ }^{1}$ NXP Semiconductors, Eindhoven, The Netherlands<br>wil.schilders@nxp.com<br>${ }^{2}$ Eindhoven University of Technology, Faculty of Mathematics and Computer Science, Eindhoven, The Netherlands<br>w.h.a.schilders@tue.nl

## 1 Introduction

In this first section we present a high level discussion on computational science, and the need for compact models of phenomena observed in nature and industry. We argue that much more complex problems can be addressed by making use of current computing technology and advanced algorithms, but that there is a need for model order reduction in order to cope with even more complex problems. We also go into somewhat more detail about the question as to what model order reduction is.

### 1.1 Virtual Design Environments

Simulation or, more generally, computational science has become an important part of todays technological world, and it is now generally accepted as the third discipline, besides the classical disciplines of theory and (real) experiment. Physical (and other) experiments lead to theories that can be validated by performing additional experiments. Predictions based on the theory can be made by performing virtual experiments, as illustrated by Figure 1.

Computer simulations are now performed routinely for many physical, chemical and other processes, and virtual design environments have been set up for a variety of problem classes in order to ease the work of designers and engineers. In this way, new products can be designed faster, more reliably, and without having to make costly prototypes.

The ever increasing demand for realistic simulations of complex products places a heavy burden on the shoulders of mathematicians and, more generally, researchers working in the area of computational science and engineering (CSE). Realistic simulations imply that the errors of the virtual models should be small, and that different aspects of the product must be taken into account. The former implies that care must be taken in the numerical treatment and that, for example, a relatively fine adaptively determined mesh is necessary in the simulations. The latter explains the trend in coupled simulations, for example combined mechanical and thermal behaviour, or combined mechanical and electromagnetic behaviour.


Fig. 1. Simulation is the third discipline.


Fig. 2. Moore's law.

An important factor in enabling the complex simulations carried out today is the increase in computational power. Computers and chips are getting faster, Moores law predicting that the speed will double every 18 months (see Figure 2).

This increase in computational power appears to go hand-in-hand with developments in numerical algorithms. Iterative solution techniques for linear systems are mainly responsible for this speed-up in algorithms, as is shown in Figure 3. Important contributions in this area are the conjugate gradient method (Hestenes and Stiefel [22]), preconditioned conjugate gradient methods (ICCG [25], biCGstab [34]) and multigrid methods (Brandt [4] and [5]).

The combined speed-up achieved by computer chips and algorithms is enormous, and has enabled computational science to make big steps forward. Many problems that people did not dream of solving two decades ago are now solved routinely.


Fig. 3. Numerical version of Moore's law.

### 1.2 Compact Model Descriptions

The developments described in the previous section also have a counter side. The increased power of computers and algorithms reduces the need to develop smart, sophisticated solution methods that make use of properties of the underlying systems. For example, whereas in the 1960s and 1970s one often had to construct special basis functions to solve certain problems, this can be avoided nowadays by using brute force methods using grids that are refined in the right places.

The question arises whether we could use the knowledge generated by these very accurate, but time-consuming, simulations to generate the special basis functions that would have constituted the scientific approach a few decades ago. This is a promising idea, as many phenomena are described very well by a few dominant modes.

## Example: electromagnetic behaviour of interconnect structures in chips

To give an example, consider the electromagnetic behaviour of interconnect structures in a computer chip, depicted in Figure 4. Such a chip consists of millions of devices, such as transistors, that need to be connected to each other for correct functioning of the chip. The individual devices are contained in the semiconductor material, their contacts being located in a two dimensional domain. Clearly, to connect these contacts in the way designers have prescribed, a three dimensional structure of wires is needed. This is the so-called interconnect structure of the chip, which nowadays consists of 7-10 layers in which metal wires are running, with so-called vias between the wires located in different metal layers.

In previous generations of chips, these interconnect structures occupied a relatively large area, and contained less wires, so that the distance between wires was large enough to justify discarding mutual influence. In recent years, however, chips have shrunk, and the number of devices has grown enormously. This means that for modern interconnect structures one needs to take into account mutual influence of wires, as this can lead to serious delay phenomena and other spurious effects. The problem is complicated even further by the use of higher frequencies.


Fig. 4. Interconnect structure.

Clearly, the modelling of the mutual electromagnetic influence of interconnect wires is a gradual process. A decade ago, one did not have to take this influence into account, and could consider the wires as individual entities. Nowadays, resistive and capacitive effects are clearly noticeable, and will become more significant over the years. Because of the gradual character of this phenomenon, one can imagine that it is not necessary to include all minute detail of an electromagnetic simulation of interconnect structures. Such a simulation could easily involve millions of nodes, because of the complicated geometric structure. The simulation will probably reveal that crosstalk and signal integrity problems are quite localized, at a few places in the structure where wires are too close together.

Another point of view may be to consider the problem as an input-output model, where a time-dependent input signal is sent through the interconnect structure, and a resulting timedependent output signal is registered. Again, to calculate the output resulting from the given input is a time-consuming exercise due to the excessive number of nodes necessary for this simulation, in the spatial and time domain. However, it is expected to be possible to delete superfluous detail, and calculate a very good approximation to the output in a much more efficient way.

The foregoing example clearly shows that it may not be necessary to calculate all details, and nevertheless obtain a good understanding of the phenomena taking place. There may be many reasons why such detail is not needed. There may be physical reasons that can be formulated beforehand, and therefore incorporated into the model before starting calculations. A very nice example is that of simulating the blood flow in the human body, as described in many publications by the group of Alfio Quarteroni (see [30], but also work of others). In his work, the blood flow in the body is split into different parts. In very small arteries, it is assumed that the flow is one dimensional. In somewhat larger arteries, two dimensional models are used, whereas in the heart, a three dimensional model is used as these effects
are very important and must be modelled in full detail. This approach does enable a simulation of the blood flow in the entire human body; clearly, such simulations would not be feasible if three dimensional models would be used throughout. This approach, which is also observed in different application areas, is also termed operational model order reduction. It uses physical (or other) insight to reduce the complexity of models.

Another example of operational model order reduction is the simulation of electromagnetic effects in special situations. As is well known, electromagnetic effects can be fully described by a system of Maxwell equations. Despite the power of current computers and algorithms, solving the Maxwell equations in 3-dimensional space and time is still an extremely demanding problem, so that simplifications are being made whenever possible. An assumption that is made quite often is that of quasi-statics, which holds whenever the frequencies playing a role are low to moderate. In this case, simpler models can be used, and techniques for solving these models have been developed (see [32]).

In special situations, the knowledge about the problem and solutions can be so detailed, that a further reduction of model complexity can be achieved. A prominent and very successful example is the compact modelling [19] of semiconductor devices. Integrated circuits nowadays consist of millions of semiconductor devices, such as resistors, capacitors, inductors, diodes and transistors. For resistors, capacitors and inductors, simple linear models are available, but diodes and especially transistors are much more complicated. Their behaviour is not easily described, but can be calculated accurately using software dedicated to semiconductor device simulation. However, it is impossible to perform a full simulation of the entire electronic circuit, by using the results of the device simulation software for each of the millions of transistors. This would imply coupling of the circuit simulation software to the device simulation software. Bearing in mind that device simulations are often quite time consuming (it is an extremely nonlinear problem, described by a system of three partial differential equations), this is an impossible task.

The solution to the aforementioned problem is to use accurate compact models for each of the transistors. Such models look quite complicated, and can easily occupy a number of pages of description, but consist of a set of algebraic relations that can be evaluated very quickly. The compact models are constructed using a large amount of measurements and simulations, and, above all, using much human insight. The models often depend on as many as 40-50 parameters, so that they are widely applicable for many different types and geometries of transistors. The most prominent model nowadays is the Penn-State-Philips (PSP) model for MOS transistors (see Figure 5), being chosen as the world standard in 2007 [15]. It is very accurate, including also derivatives up to several orders. Similar developments can be observed at Berkeley [6], where the BSIM suite of models is constructed.

Using these so-called compact models, it is possible to perform simulations of integrated circuits containing millions of components, both for steady-state and timedependent situations. Compact modelling, therefore, plays an extremely important role in enabling such demanding simulations. The big advantage of this approach is that the compact models are formulated in a way that is very appealing to designers, as they are formulated in terms of components they are very familiar with.


Fig. 5. MOS transistor.

Unfortunately, in many cases, it is not possible to a priori simplify the model describing the behaviour. In such cases, a procedure must be used, in which we rely on the automatic identification of potential simplifications. Designing such algorithms is, in essence, the task of the field of model order reduction. In the remainder of this chapter, we will describe it in more detail.

### 1.3 Model Order Reduction

There are several definitions of model order reduction, and it depends on the context which one is preferred. Originally, MOR was developed in the area of systems and control theory, which studies properties of dynamical systems in application for reducing their complexity, while preserving their input-output behavior as much as possible. The field has also been taken up by numerical mathematicians, especially after the publication of methods such as PVL [9]. Nowadays, model order reduction is a flourishing field of research, both in systems and control theory and in numerical analysis. This has a very healthy effect on MOR as a whole, bringing together different techniques and different points of view, pushing the field forward rapidly.

So what is model order reduction about? As was mentioned in the foregoing sections, we need to deal with the simplification of dynamical models that may contain many equations and/or variables $\left(10^{5}-10^{9}\right)$. Such simplification is needed in order to perform simulations within an acceptable amount of time and limited storage capacity, but with reliable outcome. In some cases, we would even like to have on-line predictions of the behaviour with acceptable computational speed, in order to be able to perform optimizations of processes and products.

Model Order Reduction tries to quickly capture the essential features of a structure. This means that in an early stage of the process, the most basic properties of the original model must already be present in the smaller approximation. At a certain moment the process of reduction is stopped. At that point all necessary properties of the original model must be captured with sufficient precision. All of this has to be done automatically.


Fig. 6. Graphical illustration of model order reduction.

Figure 6 illustrates the concept in a graphical easy-to-understand way, demonstrating that sometimes very little information is needed to describe a model. This example with pictures of the Stanford Bunny shows that, even with only a few facets, the rabbit can still be recognized as such (Graphics credits: Harvard University, Microsoft Research). Although this example was constructed for an entirely different purpose, and does not contain any reference to the way model order reduction is performed mathematically, it can be used to explain (even to lay persons) what model order reduction is about.

In the history of mathematics we see the desire to approximate a complicated function with a simpler formulation already very early. In the year 1807 Fourier (1768-1830) published the idea to approximate a function with a few trigonometric terms. In linear algebra the first step in the direction of model order reduction came from Lanczos (1893-1974). He looked for a way to reduce a matrix in tridiagonal form [64, 65]. W.E. Arnoldi realized that a smaller matrix could be a good approximation of the original matrix [2]. He is less well-known, although his ideas are used by many numerical mathematicians. The ideas of Lanczos and Arnoldi were already based on the fact that a computer was available to do the computations. The question, therefore, was how the process of finding a smaller approximation could be automated.

The fundamental methods in the area of Model Order Reduction were published in the eighties and nineties of the last century. In 1981 Moore [71] published the method of Truncated Balanced Realization, in 1984 Glover published his famous paper on the Hankel-norm reduction [38]. In 1987 the Proper Orthogonal Decomposition method was proposed by Sirovich [94]. All these methods were developed in the field of systems and control theory. In 1990 the first method related to Krylov subspaces was born, in Asymptotic Waveform Evaluation [80]. However, the focus of this paper was more on finding Padé approximations rather than Krylov spaces. Then, in 1993, Freund and Feldmann proposed Padé Via Lanczos [28] and showed the relation between the Padé approximation and Krylov spaces. In 1995 another fundamental method was published. The authors of [73] introduced PRIMA, a method based on the ideas of Arnoldi, instead of those of Lanczos. This method will be considered in detail in Section 3.3, together with the Laguerre-SVD method [61].

In more recent years much research has been done in the area of the Model Order Reduction. Consequently a large variety of methods is available. Some are tailored
to specific applications, others are more general. In the second and third part of this book, many of these new developments are being discussed. In the remainder of this chapter, we will discuss some basic methods and properties, as this is essential knowledge required for the remainder of the book.

### 1.4 Dynamical Systems

To place model reduction in a mathematical context, we need to realize that many models developed in computational science consist of a system of partial and/or ordinary differential equations, supplemented with boundary conditions. Important examples are the Navier-Stokes equations in computational fluid dynamics (CFD), and the Maxwell equations in electromagnetics (EM). When partial differential equations are used to describe the behaviour, one often encounters the situation that the independent variables are space and time. Thus, after (semi-)discretising in space, a system of ordinary differential equations is obtained in time. Therefore, we limit the discussion to ODE's and consider the following explicit finite-dimensional dynamical system (following Antoulas, see [2]):

$$
\begin{gathered}
\frac{d \mathbf{x}}{d t}=\mathbf{f}(\mathbf{x}, \mathbf{u}) \\
\mathbf{y}=\mathbf{g}(\mathbf{x}, \mathbf{u}) .
\end{gathered}
$$

Here, $\mathbf{u}$ is the input of the system, $\mathbf{y}$ the output, and $\mathbf{x}$ the so-called state variable. The dynamical system can thus be viewed as an input-output system, as displayed in Figure 7.

The complexity of the system is characterized by the number of its state variables, i.e. the dimension $n$ of the state space vector $\mathbf{x}$. It should be noted that similar dynamical systems can also be defined in terms of differential algebraic equations, in which case the first set of equations in (1) is replaced by $\mathbf{F}\left(\frac{d \mathbf{x}}{d t}, \mathbf{x}, \mathbf{u}\right)=0$.

Model order reduction can now be viewed as the task of reducing the dimension of the state space vector, while preserving the character of the input-output relations. In other words, we should find a dynamical system of the form


Fig. 7. Input-output system
where the dimension of $\hat{\mathbf{x}}$ is much smaller than $n$. In order to provide a good approximation of the original input-output system, a number of conditions should be satisfied:

- the approximation error is small,
- preservation of properties of the original system, such as stability and passivity (see Sections 2.4-2.6),
- the reduction procedure should be computationally efficient.

A special case is encountered if the functions $\mathbf{f}$ and $\mathbf{g}$ are linear, in which case the system reads

$$
\begin{aligned}
& \frac{d \mathbf{x}}{d t}=A \mathbf{x}+B \mathbf{u} \\
& \mathbf{y}=C^{T} \mathbf{x}+D \mathbf{u}
\end{aligned}
$$

Here, the matrices $A, B, C, D$ can be time-dependent, in which case we have a linear time-varying (LTV) system, or time-independent, in which case we speak about a linear time-invariant (LTI) system. For linear dynamical systems, model order reduction is equivalent to reducing the matrix $A$, but retaining the number of columns of $B$ and $C$.

### 1.5 Approximation by Projection

Although we will discuss in more detail ways of approximating input-output systems later in this chapter, there is a unifying feature of the approximation methods that is worthwhile discussing briefly: projection. Methods based on this concept truncate the solution of the original system in an appropriate basis. To illustrate the concept, consider a basis transformation $T$ that maps the original $n$-dimensional state space vector x into a vector that we denote by

$$
\overline{\mathbf{x}}=\binom{\hat{\mathbf{x}}}{\tilde{\mathbf{x}}}
$$

where $\hat{\mathbf{x}}$ is $k$-dimensional. The basis transformation $T$ can then be written as

$$
T=\binom{W^{*}}{T_{2}^{*}}
$$

and its inverse as

$$
T^{-1}=\left(\begin{array}{ll}
V & T_{1}
\end{array}\right)
$$

Since $W^{*} V=I_{k}$, we conclude that

$$
\Pi=V W^{*}
$$

is an oblique projection along the kernel of $W^{*}$ onto the $k$-dimensional subspace that is spanned by the columns of the matrix $V$.

If we substitute the projection into the dynamical system (1), the first part of the set of equations obtained is

$$
\begin{array}{r}
\frac{d \hat{\mathbf{x}}}{d t}=W^{*} \hat{\mathbf{f}}\left(V \hat{\mathbf{x}}+T_{1} \tilde{\mathbf{x}}, \mathbf{u}\right) \\
\mathbf{y}=\hat{\mathbf{g}}\left(V \hat{\mathbf{x}}+T_{1} \tilde{\mathbf{x}}, \mathbf{u}\right) .
\end{array}
$$

Note that this is an exact expression. The approximation occurs when we would delete the terms involving $\tilde{\mathbf{x}}$, in which case we obtain the reduced system

$$
\begin{array}{r}
\frac{d \hat{\mathbf{x}}}{d t}=W^{*} \hat{\mathbf{f}}(V \hat{\mathbf{x}}, \mathbf{u}), \\
\mathbf{y}=\hat{\mathbf{g}}(V \hat{\mathbf{x}}, \mathbf{u}) .
\end{array}
$$

For this to produce a good approximation to the original system, the neglected term $T_{1} \tilde{\mathbf{x}}$ must be sufficiently small. This has implications for the choice of the projection $\Pi$. In the following sections, various ways of constructing this projection are discussed.

## 2 Transfer Function, Stability and Passivity

Before discussing methods that have been developed in the area of model order reduction, it is necessary to shed light on several concepts that are being used frequently in the field. Often, model order reduction does not address the reduction of the entire problem or solution, but merely a number of characteristic functions that are important for designers and engineers. In addition, it is important to consider a number of specific aspects of the underlying problem, and preserve these when reducing. Therefore, this section is dedicated to a discussion of these important concepts.

### 2.1 Transfer Function

In order to illustrate the various concepts related to model order reduction of inputoutput systems as described in the previous section, we consider the linear timeinvariant system

$$
\begin{array}{r}
\frac{d \mathbf{x}}{d t}=A \mathbf{x}+B \mathbf{u} \\
\mathbf{y}=C^{T} \mathbf{x}
\end{array}
$$

The general solution of this problem is

$$
\begin{equation*}
\mathbf{x}(t)=\exp \left(A\left(t-t_{0}\right)\right) \mathbf{x}_{0}+\int_{t_{0}}^{t} \exp (A(t-\tau)) B \mathbf{u}(\tau) d \tau \tag{1}
\end{equation*}
$$

A common way to solve the differential equation is by transforming it from the time domain to the frequency domain, by means of a Laplace transform defined as

$$
\mathcal{L}(f)(s) \equiv \int_{0}^{\infty} f(t) \exp (-s t) d t
$$

If we apply this transform to the system, assuming that $\mathbf{x}(0)=0$, the system is transformed to a purely algebraic system of equations:

$$
\begin{array}{r}
\left(I_{n}-s A\right) \mathbf{X}=B \mathbf{U} \\
\mathbf{Y}=C^{T} \mathbf{X}
\end{array}
$$

where the capital letters indicate the Laplace transforms of the respective lower case quantities. This immediately leads to the following relation:

$$
\begin{equation*}
\mathbf{Y}(s)=C^{T}\left(I_{n}-s A\right) B \mathbf{X}(s) \tag{2}
\end{equation*}
$$

Now define the transfer function $H(s)$ as

$$
\begin{equation*}
H(s)=C^{T}\left(I_{n}-s A\right) B \tag{3}
\end{equation*}
$$

This transfer function represents the direct relation between input and output in the frequency domain, and therefore the behavior of the system in frequency domain. For example, in the case of electronic circuits this function may describe the transfer from currents to voltages, and is then termed impedance. If the transfer is from voltages to currents, then the transfer function corresponds to the admittance.

Note that if the system has more than one input or more than one output, then $B$ and $C$ have more than one column. This makes $H(s)$ a matrix function. The $i, j$ entry in $H(s)$ then denotes the transfer from input $i$ to output $j$.

### 2.2 Moments

The transfer function is a function in $s$, and can therefore be expanded into a moment expansion around $s=0$ :

$$
H(s)=M_{0}+M_{1} s+M_{2} s^{2}+\ldots,
$$

where $M_{0}, M_{1}, M_{2}, \ldots$ are the moments of the transfer function. In electronics, $M_{0}$ corresponds to the DC solution. In that case the inductors are considered as short circuits, and capacitors as open circuits. The moment $M_{1}$ then corresponds to the so-called Elmore delay, which represents the time for a signal at the input port to reach the output port. The Elmore delay is defined as

$$
t_{e l m} \equiv \int_{0}^{\infty} t h(t) d t
$$

where $h(t)$ is the impulse response function, which is the response of the system to the Dirac delta input. The transfer function in the frequency domain is the Laplace transform of the impulse response function:

$$
H(s)=\int_{0}^{\infty} h(t) \exp (-s t) d t .
$$

Expanding the exponential function in a power series, it is seen that the Elmore delay indeed corresponds to the first order moment of the transfer function.

Of course, the transfer function can also be expanded around some non-zero $s_{0}$. We then obtain a similar expansion in terms of moments. This may be advantageous in some cases, and truncation of that alternative moment expansion may lead to better approximations.

### 2.3 Poles and Residues

The transfer function can also be expanded as follows:

$$
\begin{equation*}
H(s)=\sum_{j=1}^{n} \frac{R_{j}}{s-p_{j}} \tag{4}
\end{equation*}
$$

where the $p_{j}$ are the poles, and $R_{j}$ are the corresponding residues. The poles are exactly the eigenvalues of the matrix $-A^{-1}$. In fact, if the matrix $E$ of eigenvectors is non-singular, we can write

$$
-A^{-1}=E \Lambda E^{-1},
$$

where the diagonal matrix $\Lambda$ contains the eigenvalues $\lambda_{j}$. Substituting this into the expression for the transfer function, we obtain:

$$
H(s)=-C^{T} E(I+s \Lambda)^{-1} E^{-1} A^{-1} B
$$

Hence, if $B$ and $C$ contain only one column (which corresponds to the single input, single output or SISO case), then

$$
H(s)=\sum_{j=1}^{n} \frac{l_{j}^{T} r_{j}}{1+s \lambda_{j}},
$$

where the $l_{j}$ and $r_{j}$ are the left and right eigenvectors, respectively.
We see that there is a one-to-one relation between the poles and the eigenvalues of the system. If the original dynamical system originates from a differential algebraic system, then a generalized eigenvalue problem needs to be solved. Since the poles appear directly in the pole-residue formulation of the transfer function, there is also a strong relation between the transfer function and the poles or, stated differently, between the behavior of the system and the poles. If one approximates the system, one should take care to approximate the most important poles. There are several
methods that do this, which are discussed in later chapters of this book. In general, we can say that, since the transfer function is usually plotted for imaginary points $s=\omega i$, the poles that have a small imaginary part dictate the behavior of the transfer function for small values of the frequency $\omega$. Consequently, the poles with a large imaginary part are needed for a good approximation at higher frequencies. Therefore, a successful reduction method aims at capturing the poles with small imaginary part rather, and leaves out poles with a small residue.

### 2.4 Stability

Poles and eigenvalues of a system are strongly related to the stability of the system. Stability is the property of a system that ensures that the output signal of a system is limited (in the time domain).

Consider again the system (1). The system is stable if and only if, for all eigenvalues $\lambda_{j}$, we have that $\operatorname{Re}\left(\lambda_{j}\right) \leq 0$, and all eigenvalues with $\operatorname{Re}\left(\lambda_{j}\right)=0$ are simple. In that case, the corresponding matrix $A$ is termed stable.

There are several properties associated with stability. Clearly, if $A$ is stable, then also $A^{-1}$ is stable. Stability of $A$ also implies stability of $A^{T}$ and stability of $A^{*}$. Finally, if the product of matrices $A B$ is stable, then also $B A$ can be shown to be stable. It is also clear that, due to the relation between eigenvalues of $A$ and poles of the transfer function, stability can also be formulated in terms of the poles of $H(s)$.

The more general linear dynamical system

$$
\begin{array}{r}
Q \frac{d \mathbf{x}}{d t}=A \mathbf{x}+B \mathbf{u} \\
\mathbf{y}=C^{T} \mathbf{x}
\end{array}
$$

is stable if and only if for all generalized eigenvalues we have that $\operatorname{Re}\left(\lambda_{j}(Q, A)\right) \leq 0$, and all generalized eigenvalues for which $\operatorname{Re}\left(\lambda_{j}(Q, A)\right)=0$ are simple. The set of generalized eigenvalues $\sigma(Q, A)$ is defined as the collection of eigenvalues of the generalized eigenvalue problem

$$
Q \mathbf{x}=\lambda A \mathbf{x}
$$

In this case, the pair of matrices $(Q, A)$ is termed a matrix pencil. This pencil is said to be regular if there exists at least one eigenvalue $\lambda$ for which $Q+\lambda A$ is regular. Just as for the simpler system discussed in the above, stability can also be formulated in terms of the poles of the corresponding transfer function.

### 2.5 Positive Real Matrices

The concept of stability explained in the previous subsection leads us to consider other properties of matrices. First we have the following theorem.

Theorem 1. If $\operatorname{Re}\left(\mathbf{x}^{*} A \mathbf{x}>0\right.$ for all $x \in C^{n}$, then all eigenvalues of $A$ have $a$ positive real part.

The converse of this theorem is not true, as can be seen when we take

$$
A=\left(\begin{array}{cc}
-\frac{1}{3} & -1 \\
1 & 2
\end{array}\right)
$$

and

$$
\mathbf{x}=\binom{1}{0} .
$$

Matrices with the property that $\operatorname{Re}\left(\mathbf{x}^{*} A \mathbf{x}>0\right.$ for all $x \in C^{n}$ are termed positive real. The counter example shows that the class of positive real matrices is smaller than the class of matrices for which all eigenvalues have positive real part. In the next section, this new and restricted class will be discussed in more detail. For now, we remark that a number of properties of positive real matrices are easily derived. If $A$ is positive real, then this also holds for $A^{-1}$ (if it exists). Furthermore, $A$ is positive real if and only if $A^{*}$ is positive real. If two matrices $A$ and $B$ are both positive real, then any linear combination $\alpha A+\beta B$ is also positive real provided $\operatorname{Re}(\alpha)>0$ and $\operatorname{Re}(\beta)>0$.

There is an interesting relation between positive real and positive definite matrices. Evidently, the class of positive definite matrices is a subclass of the set of positive real matrices. But we also have:

Theorem 2. A matrix $A \in C^{n \times n}$ is positive real if and only if the Hermitian part of $A$ (i.e. $\left.\frac{1}{2}\left(A+A^{*}\right)\right)$ is symmetric positive definite.

Similarly one can prove that a matrix is non-negative real if and only if its Hermitian part is symmetric positive semi-definite.

### 2.6 Passivity

Stability is a very natural property of physical structures. However, stability is not strong enough for electronic structures that contain no sources. A stable structure can become unstable if non-linear components are connected to it. Therefore, another property of systems should be defined that is stronger than stability. This property is called passivity. Being passive means being incapable of generating energy. If a system is passive and stable, we would like a reduction method to preserve these properties during reduction. In this section the principle of passivity is discussed and what is needed to preserve passivity.

To define the concept, we consider a system that has $N$ so-called ports. The total instantaneous power absorbed by this real N -port is defined by:

$$
w_{i n s t}(t) \equiv \sum_{j=1}^{N} v_{j}(t) i_{j}(t),
$$

where $v_{j}(t)$ and $i_{j}(t)$ are the real instanteneous voltage and current at the $j$-th port. An $N$-port contains stored energy, say $E(t)$. If the system dissipates energy at rate
$w_{d}(t)$, and contains sources which provide energy at rate $w_{s}(t)$, then the energy balance during a time interval $\left[t_{1}, t_{2}\right]$ looks like:

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}}\left(w_{i n s t}+w_{s}-w_{d}\right) d t=E\left(t_{2}\right)-E\left(t_{1}\right) \tag{5}
\end{equation*}
$$

An $N$-port is termed passive if we have

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} w_{i n s t} d t \geq E\left(t_{2}\right)-E\left(t_{1}\right) \tag{6}
\end{equation*}
$$

over any time interval $\left[t_{1}, t_{2}\right]$. This means that the increase in stored energy must be less than or equal to the energy delivered through the ports. The N-port is called lossless if (6) holds with equality over any interval. Assume that the port quantities exhibit purely exponential time-dependence, at a single complex frequency $s$. We may then write:

$$
v(t)=\hat{v} \exp (i t), i(t)=\hat{i} \exp ((i t))
$$

where $\hat{v}$ and $\hat{i}$ are the complex amplitudes. We define the total complex power absorbed to be the inner product of $\hat{i}$ and $\hat{v}$,

$$
w=\hat{i}^{*} \hat{v}
$$

and the average or active power as:

$$
<w>=\operatorname{Re}(w)
$$

For an N-port defined by an impedance relationship, we may immediately write $<w>$ in terms of the voltage and current amplitudes:

$$
<w>=\frac{1}{2}\left(\hat{i}^{*} \hat{v}+\hat{v}^{*} \hat{i}\right)=\frac{1}{2}\left(\hat{i}^{*} Z \hat{i}+\hat{i}^{*} Z^{*} \hat{i}\right)=\frac{1}{2}\left(\hat{i}^{*}\left(Z+Z^{*}\right) \hat{i}\right) .
$$

For such a real linear time invariant (LTI) N-port, passivity may be defined in the following way. If the total active power absorbed by an N-port is always greater than or equal to zero for frequencies $s$ such that $\operatorname{Re}(s) \geq 0$, then it is called passive. This implies that $Z+Z^{*} \geq 0$ for $\operatorname{Re}(s) \geq 0$. Hence, the matrix $Z$ must be positive real.

Given our discussion and the definition of passivity based on an energy argument, we can formulate the following theorem.

Theorem 3. The transfer function $H(s)$ of a passive system is positive real, i.e.

$$
H^{*}(s)+H(s) \geq 0
$$

for all $s$ with $\operatorname{Re}(s) \geq 0$.
Sometimes another definition of passivity is used, for instance in [35]. Under certain assumptions these definitions are equal.

## 3 A Short Account of Techniques for Model Order Reduction

Having discussed the need for model order reduction, and several essential prerequisites, this section will now give an overview of the field by discussing the most important techniques. The methods and new developments discussed in subsequent chapters of this book build on these basic algorithms. Adequate referencing is provided, so that readers can go into more detail when desired.

### 3.1 Asymptotic Waveform Evaluation

One of the basic and earliest methods in Model Order Reduction is Asymptotic Waveform Evaluation (AWE), proposed by Pillage and Rohrer in 1990 [7, 29]. The underlying idea of the method is that the transfer function can be well approximated by a Padé approximation. A Padé approximation is a ratio of two polynomials $P(s)$ and $Q(s)$. AWE calculates a Padé approximation of finite degree, so the degree of $P(s)$ and $Q(s)$ is finite and $\operatorname{deg}(Q(s)) \geq \operatorname{deg}(P(s))$. There is a close relation between the Padé approximations and Krylov subspace methods (see Chapter 2). To explain this fundamental property, consider the general system:

$$
\left(s I_{n}-A\right) \mathbf{X}(s)=B \mathbf{U}(s)
$$

Expanding $\mathbf{X}(s)$ around some expansion point $s_{0} \in C$ we obtain:

$$
\left(s_{0} I_{n}-A+\left(s-s_{0}\right) I_{n}\right)\left(\mathbf{X}_{0}+\left(s-s_{0}\right) \mathbf{X}_{1}+\ldots\right)=B \mathbf{U}(s)
$$

Here, the $\mathbf{X}_{i}(s)$ are the moments. Assuming $\mathbf{U}(s)=1$, and equating like powers of $\left(s-s_{0}\right)^{i}$, we find:

$$
\left(s_{0} I_{n}-A\right) \mathbf{X}_{0}=B,
$$

for the term corresponding to $i=0$, and for $i \geq 1$

$$
\left(s_{0} I_{n}-A\right) \mathbf{X}_{i}=-X_{i-1} .
$$

We conclude that, in fact, a Krylov space is built up (see Chapter 2):

$$
\mathcal{K}\left(\left(s_{0} I_{n}-A\right)^{-1} B,\left(s_{0} I_{n}-A\right)^{-1}\right) .
$$

The process can be terminated after finding a sufficient number of moments, and the hope is that then a good approximation has been found for the transfer function. Clearly, this approximation is of the form

$$
\tilde{H}(s)=\sum_{k=0}^{n} m_{k}\left(s-s_{0}\right)^{k},
$$

for some finite $n$.
Once the moments have been calculated, a Padé approximation $\hat{H}(s)$ of the transfer function $H(s)$ can be determined:

$$
\hat{H}(s)=\frac{P\left(s-s_{0}\right)}{Q\left(s-s_{0}\right)}
$$

Letting

$$
P(s)=\sum_{k=0}^{p} a_{k}\left(s-s_{0}\right)^{k}, \quad Q(s)=\sum_{k=0}^{p+1} b_{k}\left(s-s_{0}\right)^{k}
$$

we find that the following relation must hold:

$$
\sum_{k=0}^{p} a_{k}\left(s-s_{0}\right)^{k}=\left(\sum_{k=0}^{n} m_{k}\left(s-s_{0}\right)^{k}\right)\left(\sum_{k=0}^{p+1} b_{k}\left(s-s_{0}\right)^{k}\right) .
$$

Equating like powers of $s-s_{0}$ (for the higher powers), and setting $b_{0}=1$, we find the following system to be solved:

$$
\left(\begin{array}{cccc}
m_{0} & m_{1} & \ldots & m_{p}  \tag{1}\\
m_{1} & m_{2} & \ldots & m_{p+1} \\
\vdots & \vdots & \ddots & \vdots \\
m_{p} & m_{p+1} & \ldots & m_{2 p}
\end{array}\right)\left(\begin{array}{c}
b_{p+1} \\
b_{p} \\
\vdots \\
b_{1}
\end{array}\right)=-\left(\begin{array}{c}
m_{p+1} \\
m_{p+2} \\
\vdots \\
m_{2 p+1}
\end{array}\right)
$$

from which we can extract the coefficients $b_{i}, i=1, \ldots, p+1$ of $Q$. A similar step can be used to subsequently find the coefficients of the polynomial $P$.

The problem with the above method, and with AWE in general, is that the coefficient matrix in (1) quickly becomes ill-conditioned as the number of moments used goes up. In fact, practical experience indicates that applicability of the method stops once 8 or more moments are used. The method can be made more robust by using Complex Frequency Hopping [29], meaning that more than one expansion point is used. However, the method remains computationally demanding and, for that reason, alternatives as described in the next subsections are much more popular nowadays.

### 3.2 The PVL Method

Although AWE was initially considered an attractive method for approximating the transfer function, soon the disadvantages of the method were recognized. Then, in 1993, Roland Freund and Peter Feldmann [9] published their method named Padé-via-Lanczos or PVL. In this method, the Padé approximation based on the moments is calculated by means of a two-sided Lanczos algorithm (see also Chapter 2). The algorithm requires approximately the same computational effort as AWE, but it generates more poles and is much more robust.

To explain the method, consider the transfer function of a SISO system:

$$
H(s)=\mathbf{c}^{T}\left(s I_{n}-A\right)^{-1} \mathbf{b}
$$

Let $s_{0} \in C$ be the expansion point for the approximation. Then the transfer function can be cast into the form

$$
H(s)=\mathbf{c}^{T}\left(I_{n}-\left(s-s_{0}\right) \hat{A}\right)^{-1} \mathbf{r}
$$

where

$$
\hat{A}=-\left(s_{0} I_{n}-A\right)^{-1}
$$

and

$$
\mathbf{r}=\left(s_{0} I_{n}-A\right)^{-1} \mathbf{b}
$$

This transfer function can, just as in the case of AWE, be approximated well by a rational function in the form of a Padé approximation. In PVL this approximation is found via the Lanczos algorithm. By running $q$ steps of this algorithm (see Chapter 2 for details on the Lanczos method), an approximation of $\hat{A}$ is found in the form of a tridiagonal matrix $T_{q}$, and the approximate transfer function is of the form:

$$
\begin{equation*}
H_{q}(s)=\mathbf{c}^{T} \mathbf{r} \cdot \mathbf{e}_{1}^{T}\left(I_{n}-\left(s-s_{0}\right) T_{q}\right)^{-1} \mathbf{e}_{1} \tag{2}
\end{equation*}
$$

where $\mathbf{e}_{1}$ is the first unit vector. The moments can also be found from this expression:

$$
\mathbf{c}^{T} \hat{A}^{k} \mathbf{r}=\mathbf{c}^{T} \mathbf{r} \cdot \mathbf{e}_{1}^{T} T_{q}^{k} \mathbf{e}_{1}
$$

A proof of these facts can be found in the original paper [9].
Every iteration leads to the preservation of two extra moments. This makes PVL a very powerful and efficient algorithm. Unfortunately, there are also disadvantages associated with the algorithm. For example, it is known that PVL does not always preserve stability. The reason for this is that PVL is based on a two-sided Lanczos algorithm, and uses non-orthogonal or skew projections. The problem has been studied by several authors; in [9], it is suggested to simply delete the poles which have a positive real part. However, such "remedies" are not based upon theory, and should probably be avoided. In the case of symmetric matrices, the problem can be resolved by using a one-sided Lanczos process, which would preserve stability.

Another problem associated with PVL is that the inner products $\mathbf{w}_{n+1}^{T} \mathbf{v}_{n+1}$ in the bi-orthogonal sequence may be zero or near to zero, in which case the Lanczos algorithm breaks down. To avoid this, a look-ahead version of the Lanczos process has been suggested in [10].

The PVL method has been very successful since 1993, and many new developments are based upon it. We mention the matrix PVL method, published by the inventors of PVL [10]. In [1] a more extensive version of MPVL with look-ahead and deflation is described. Another method presented by Freund and Feldmann is SymPVL [12-14], which is an efficient version of PVL for the case of symmetric matrices. Te method cures the stability problem observed for PVL. A similar (and earlier) development is SyPVL [11] The main idea of all these methods is to make use of the fact that the matrix is symmetric, so that it can be decomposed using a Cholesky decomposition. This then automatically leads to stability of the associated approximate models.

Another nice development worth mentioning is the two-step Lanczos algorithm. It splits the problem of reducing the original system into two separate phases. First a Lanczos process is performed using a Krylov subspace based upon the matrix itself, rather than its inverse. Clearly, this is much more efficient, and so it is easy to perform many steps of this procedure. This then leads to a reduction of the original problem
to a system of size, say, a few thousand. In the second phase, the 'ordinary' Lanczos procedure is used to reduce the problem much further, now using the inverse of the coefficient matrix. For more details, see [35,36].

### 3.3 Arnoldi and PRIMA Method

The Lanczos process is most suitable for symmetric matrices (see Chapter 2), but for general matrices the Arnoldi method is a better choice. It can also be used as the basis for a model order reduction method like PVL. Similar to PVL, one can define an expansion point $s_{0}$, and work with the shift-and-invert transfer function:

$$
H(s)=C^{T}\left(s I_{n}-A\right)^{-1} B=C^{T}\left(I_{n}+\left(s-s_{0}\right) \hat{A}\right)^{-1} R,
$$

with

$$
\hat{A}=\left(s_{0} I_{n}-A\right)^{-1}
$$

and

$$
R=\left(s_{0} I_{n}-A\right)^{-1} B
$$

Then, in the Arnoldi process, a Krylov space associated with the matrices $\hat{A}$ and $R$ is generated:

$$
\mathcal{K}_{q}(R, \hat{A})=\operatorname{span}\left\{R, \hat{A} R, \ldots, \hat{A}^{q} R\right\}
$$

The main differences with PVL are that only one Krylov space is generated, namely with the (block) Arnoldi process [31], and that the projections are performed with orthogonal operators.

The expansion point in the above can be chosen either real or complex, leading to different approximations of the poles of the system. A real shift may be favorable over a complex shift, as the convergence of the reduced transfer function towards the original transfer function is more global.

A very important new development was published in 1998, with a method now known as PRIMA [26]. Up till then, the methods developed suffered from nonpassivity. Odabasioglu and Celik realized that the Arnoldi method had the potential to resolve these problems with passivity. The PRIMA method, in full passive reduced-order interconnect macromodeling algorithm, builds upon the same Krylov space as in the Arnoldi method and PVL, using the Arnoldi method to generate an orthogonal basis for the Krylov space. The fundamental difference with preceding methods is, however, that the projection of the matrices is done explicitly. This is in contrast with PVL and Arnoldi, where the tridiagonal or the Hessenberg matrix is used for this purpose. In other words, the following matrix is formed:

$$
A_{q}=V_{q}^{T} A V_{q}
$$

where $V_{q}$ is the matrix containing an orthonormal basis for the Krylov space.
Although more expensive, the explicit projection onto the Krylov space has strong advantages. It makes PRIMA more accurate than the Arnoldi method and it ensures preservation of stability and passivity. As such, it was the first method to achieve this in a provable way. A slight disadvantage of the method, as compared to PVL, is that only one moment per iteration is preserved additionally. This is only a minor disadvantage, if one realizes that PVL requires iterating both with $A$ and its transpose.

