SPRINGER BRIEFS IN COMPUTER SCIENCE

Tiniu Tan
Heterogeneous

Facial Analysis
and Synthesis

@ Springer



SpringerBriefs in Computer Science

Series Editors

Stan Zdonik, Brown University, Providence, RI, USA

Shashi Shekhar, University of Minnesota, Minneapolis, MN, USA
Xindong Wu, University of Vermont, Burlington, VT, USA

Lakhmi C. Jain, University of South Australia, Adelaide, SA, Australia
David Padua, University of Illinois Urbana-Champaign, Urbana, IL, USA
Xuemin Sherman Shen, University of Waterloo, Waterloo, ON, Canada
Borko Furht, Florida Atlantic University, Boca Raton, FL, USA

V. S. Subrahmanian, University of Maryland, College Park, MD, USA
Martial Hebert, Carnegie Mellon University, Pittsburgh, PA, USA
Katsushi Ikeuchi, University of Tokyo, Tokyo, Japan

Bruno Siciliano, Universita di Napoli Federico II, Napoli, Italy

Sushil Jajodia, George Mason University, Fairfax, VA, USA

Newton Lee, Institute for Education, Research and Scholarships, Los Angeles, CA,
USA



SpringerBriefs present concise summaries of cutting-edge research and practical

applications across a wide spectrum of fields. Featuring compact volumes of 50 to

125 pages, the series covers a range of content from professional to academic.
Typical topics might include:

A timely report of state-of-the art analytical techniques
A bridge between new research results, as published in journal articles, and a
contextual literature review
A snapshot of a hot or emerging topic
An in-depth case study or clinical example

e A presentation of core concepts that students must understand in order to make
independent contributions

Briefs allow authors to present their ideas and readers to absorb them with
minimal time investment. Briefs will be published as part of Springer’s eBook
collection, with millions of users worldwide. In addition, Briefs will be available for
individual print and electronic purchase. Briefs are characterized by fast, global
electronic dissemination, standard publishing contracts, easy-to-use manuscript
preparation and formatting guidelines, and expedited production schedules. We aim
for publication 8-12 weeks after acceptance. Both solicited and unsolicited
manuscripts are considered for publication in this series.

This series is indexed in Scopus.

More information about this series at http://www.springer.com/series/10028


http://www.springer.com/series/10028

Y1 Li - Huaibo Huang - Ran He - Tieniu Tan

Heterogeneous Facial
Analysis and Synthesis

@ Springer



Yi Li

Institute of Automation, Chinese Academy
of Sciences

Beijing, China

Ran He

Institute of Automation, Chinese Academy
of Sciences

Beijing, China

Huaibo Huang

Institute of Automation, Chinese Academy
of Sciences

Beijing, China

Tieniu Tan

Institute of Automation, Chinese Academy
of Sciences

Beijing, China

ISSN 2191-5768

SpringerBriefs in Computer Science
ISBN 978-981-13-9147-7 ISBN 978-981-13-9148-4  (eBook)
https://doi.org/10.1007/978-981-13-9148-4

ISSN 2191-5776 (electronic)

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2020

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore


https://orcid.org/0000-0002-2856-7290
https://orcid.org/0000-0001-5866-2283
https://doi.org/10.1007/978-981-13-9148-4

Acknowledgements

The completion of this book owes to not only the work of the authors but also many
other individuals and groups. Special thanks would first go to all the group
members, especially Rui Huang, Lingxiao Song, Xiang Wu, Yibo Hu, Jie Cao,
Peipei Li, Zhihe Lu, and Linsen Song for their generous assistance. We are grateful
to all members of the Center for Research on Intelligent Perception and Computing
(CRIPAC), National Laboratory of Pattern Recognition (NLPR), Institute of
Automation, for the constant feedback and support to this work. Then, we thank Dr.
Celine Chang, Kavitha Palanisamy and Gowtham Chakravarthy V. in the publi-
cation team at SpringerBriefs for their assistance. Finally, sincere thanks to our
beloved families for their consideration as well as encouragement.

Research efforts summarized in this book were supported in part by the State
Key Development Program of China under Grant 2016 YFB1001001, in part by the
National Natural Science Foundation of China under Grant 61622310, and in part
by the Beijing Natural Science Foundation under Grant JQ18017.



Contents

1 Imtroduction ......... ... . .. . .. .. . .. ... 1
LI OVeIVIEW . . .ot 1
1.1.1 Heterogeneous Faces . ........................... 1

1.1.2 Topology Guided Face Synthesis . .................. 2

1.1.3 Task Review . ........ ... ... . . . . ... . ... 3

1.2 Outline . ... .. ... 5
References . .. ... ... . 6

2 Foundation . ......... ... ... ... . ... ... 11
2.1 Deep Face Representation . . .. .......................... 11
2.1.1 CNN Based Face Recognition . .................... 11

2.1.2 Max-Feature-Map Operation. . . . ................... 12

2.1.3 Light CNN . ... 14

2.2 Deep Generative Models. . .. ........................... 18
2.2.1 Generative Adversarial Network . . ............ ... .. 18

2.2.2  Variational Auto-Encoder. ... ........... .. ... .. ... 19

2.3 Summary . ... 20
References . .. ... ... . 21

3 Topology-Invariant Synthesis . ... .......................... 25
3.1 Cross-Spectral Face Hallucination . . ... ................... 25
3.1.1 VIS Versus NIR Face Recognition . .. ............... 25

3.1.2 Translation from NIR Images to VIS Images........... 27

3.1.3 Adversarial Discriminative Feature Learning . . ... ... ... 28

3.14 Experimental Results . .. ......... ... ... ... .. .. 30

32 Makeup Cleanser . .. ........... ..t 32
3.2.1 Removing Makeup Automatically................... 32

3.2.2 A Bi-level Adversarial Network . . ............ ... .. 33

3.2.3 Makeup Portrait Disentanglement . . ... .......... .. .. 36

vii



viii

Contents

3.24 Semantic-Aware Makeup Cleanser ... ............... 40
3.2.5 Experimental Results . . ....... ... ... ... .. ... ... 41

3.3 Wavelet-Domain Age Synthesis. . ... ..................... 42
33.1 Introduction. .................... ... ... .. ... ... 42

332 NoOtations . ...t 44
3.3.3 Wavelet Transform . .......... .. ... ........... 44
3.3.4 Age Synthesizer in Frequency Domain . ... ........... 45
3.3.5 Network Training Strategy . . ... ................... 46
3.3.6 Experimental Results . . .......................... 48

34 Summary . ... 49
References . .. ... ... ... 50
Topology-Variant Synthesis . .............................. 53
4.1 Face Rotation. ................iii .. 53
4.1.1 Pose-Invariant Face Recognition. . .................. 53
4.1.2 Two-Pathway GAN . . ... ... .. ... ... ... .. 54
4.1.3 Couple-Agent Pose-Guided GAN . . ................. 57
4.1.4 High Fidelity Pose Invariant Model ................. 61
4.1.5 Experimental Results . ... ..... ... ... ............. 65

4.2 Face Expression Synthesis . ............................ 66
42.1 Introduction. .................. ..., 66

422 Geometry-Guided GAN . . ... .. ... . ... ... ...... 67
4.2.3 Couple-Agent Face Parsing GAN . . ................. 71
4.2.4 Experimental Results . ... ..... ... ... ... ......... 75

4.3 Face Super-Resolution . ............................... 77
43.1 Introduction. ... ............... ... 77

4.3.2 Wavelet Domain Face Super-Resolution . . ............ 78
433 LossFunction ............ . ... ... . ... ... ...... 79
4.3.4 Network Architecture. . . ........... . ... .. ... ... 81
4.3.5 Experimental Results . ... ..... ... ... ............ 83

4.4 Face Completion ........... ... .. ittt 85
44.1 Introduction................... ..., 85

4.42 Network Architecture. . .. .......... . ... ... ..., .. 86
443 Loss Functions . .......... . ... .. ... ... ...... 88
444 Experimental Results .. .......................... 90

45 Summary . ... 91
References . .. ... ... .. 92
Suggestion. . .. ... ... 95
5.1 Data ... 95
S5.1.1 Diversity . . ... ... 95

5.1.2 Quality ... 96

52 Method . ... . ... 96

References . . . . ... .. .. . 97



Acronyms

AAM
ADFL
AG
ARDL
BLAN
CAFP-GAN
CAPG-GAN
CNN
FAR
FCENet
FESN
FLOPS
FPPN
G2-GAN
GAN
GSNet
HF-PIM
HFR

HG

HR

LI

LR
LSNet
MFM
MSE
MUP-D
NIR
RelLU
SAMC
SAT

Active appearance model
Adpversarial discriminative feature learning
Age group

Adversarial residual dictionary learning
Bi-level adversarial network
Couple-agent face parsing GAN
Couple-agent pose-guided GAN
Convolutional neural network

False accept rate

Face completion and editing network
Facial expression synthesis network
Floating-point operations per second
Face parsing prediction network
Geometry-Guided GAN

Generative adversarial network
Global specific network

High fidelity pose invariant model
Heterogeneous face recognition
Hourglass

High-resolution

Lateral inhibition

Low-resolution

Local specific network
Max-feature-map

Mean squared error

Makeup portrait disentanglement
Near-infrared

Rectified linear unit

Semantic-aware makeup cleanser
Semantic-aware texture

ix



SISR

SR

TIR

TP-GAN

VAE

VGG

VIS
WaveletGLCA
WT

Single image super-resolution

Super-resolution

Thermal infrared

Two-Pathway GAN

Variational auto-encoder

Oxford Visual Geometry Group

Visual

Wavelet-domain global and local consistent age
Wavelet transform

Acronyms



Chapter 1 ®)
Introduction Check for

Abstract This chapter gives an overview of the heterogeneous problem in facial
analysis as well as its synthesis solution, followed by a brief outline of the rest
chapters. We start from the background and challenges in research of heterogeneous
facial analysis. Then the heterogeneous facial synthesis is emphasized as one of
the promising and effective solutions. The instantiated tasks to be elaborated in the
following chapters are finally introduced in a compact manner.

1.1 Overview

1.1.1 Heterogeneous Faces

In practice, human face appearance is often influenced by many factors, even in terms
of the same person. These factors include viewing angles, expressions, makeup,
age and etc. Face images with a certain factor value may constitute a certain image
domain. Taking the age factor as an instance, face images at 10 years old and 30 years
old are divided into two domains according to the age. The heterogeneous facial
problem refers to tackling face images across different domains. Accordingly, the
erratic domain gaps inherently make the problem quite challenging to settle.

In general, recent research mainly meet challenges from two aspects. The first
issue comes from the lack of available data resource, making it a low-shot learning
problem. Since each domain only contains qualified data (usually limited to a certain
value of a factor), it is unfeasible to collect massive and abundant data for each
domain. Coupled with the requirement of multi-domain data from the same person
for tasks as heterogeneous face recognition, applicable data becomes even more
rare. The second challenge lies in the inevitable disorganization inside each domain.
Except for the studied factor, all other factors are noises that bring about unpleasant
variations. For example, when we are studying the factor of age, changes in viewing
angles and makeup lead the task to a more complex one. We conclude it as the in-the-
wild problem, for most involved data is obtained under unconstrained conditions.
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