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Preface

Smart networks’ architectures and technologies play an important and increasing
role in practice due to the widespread adoption of mobile devices in many appli-
cations. For example, from the industry perspective, the synergy between smart
mobile networks and cloud technologies has resulted in new cloud provisioning
models for supporting mobile application development and deployment. From an
academic perspective, smart networks are a way of augmenting mobile devices and
dealing with the inherent limitations related to remote resources located in IoT
applications. Techniques materializing this idea include off-loading and cyber
foraging. While smart networks can be viewed as a special case of ad hoc and
sensors networks, it represents also an evolution of the latter since it includes the
ability of augmenting mobile (e.g., laptops, smartphones, tablets, and wearables)
and wireless devices (e.g., sensors and actuators) with processing/storage resources
in their proximity, in terms of network topology. Indeed, several flavors of this idea,
including micro-data centers, cloudlets, and fog computing itself, follow the edge
computing model, by which data/computations are processed using computing
resources located at the edge of the network—accessible through wireless protocols
—and optionally using remote resources in the cloud.

Motivated not only by the increasing number of mobile devices, but also by their
ever-growing computing and sensing capabilities, there have been efforts to
leverage these devices as a destination for off-loading computations/data in the
context of IoT applications. Such a trend has also been referred to as dew com-
puting in the literature. However, current research in the area is still focused on
augmenting mobile clients via fixed computing resources (e.g., local servers and
computer clusters), so huge unexploited computing and sensing capabilities remain
“at the edge.” Therefore, many research opportunities to exploit mobile devices in
the context of smart networks for IoT applications arise.

In view of the above, this book presents the state-of-the-art techniques and
approaches, design, development, and innovative use of smart networks’ inspired
paradigm and approaches in IoT as well as other demanding applications. Various
recent algorithms and novel/improved techniques are discussed in this book.
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The authors believe that this book would provide a sound platform for under-
standing the smart networks’ inspired paradigm and approaches/issues in emerging
applications, prove as a catalyst for researchers in the field, and shall be equally
beneficial for professionals. In addition, this book is also helpful for the senior
undergraduate and graduate students, researchers, and industry professionals
working in the area as well as other emerging applications demanding smart
networks.

We are sincerely thankful to all the authors, editors, and publishers whose works
have been cited directly/indirectly in this manuscript.
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A Reactive Hybrid Metaheuristic
Energy-Efficient Algorithm for Wireless
Sensor Networks

N. Shivaraman and S. Mohan

Abstract Expanding network lifespan is the main target during the design of a wire-
less sensor network.Clustering the sensor nodes is an efficient topology to accomplish
this objective. In this work, we offer a reactive hybrid protocol to enhance network
lifetime using the hybridization of ant colony optimization (ACO) along with parti-
cle swarm optimization (PSO) algorithm. In order to improve the energy efficiency,
the anticipated RAP algorithm uses a reactive data transmission strategy which is
incorporated into the hybridization of ACO and PSO algorithm. In the beginning,
the clusters are organized depending on the residual energy and then the proposed
RAP algorithm will be executed to improvise the inter-cluster data aggregation and
reduces the data transmission. The experimental outcomes demonstrate the proposed
RAP algorithm performs well against other near conventions in different situations.

Keywords WSN · Clustering · Energy efficiency · ACO · PSO

1 Introduction

A wireless sensor network (WSN) is an autonomous wireless network framework
comprising of various sensors, which assemble data from their encompassing sur-
roundings as well as broadcast it to an information sink or a base station (BS) [1].
In WSN applications, the primary target is to screen and gather sensor information
as well as afterward broadcast information to the BS. Sensors in various areas of the
field are able to work together in information accumulation, in addition, to give better
precise reports over their neighborhood areas. Mostly, WSNs measures the physical
phenomena such as temperature, pressure, acoustic, or area of objects [2], to enhance
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the accuracy of detailed estimations, as well as information collection decreases the
communication congestion in the network, prompting huge energy saving [3–6]. The
qualities of minimal effort, low-control, as well as multifunctional sensors have ren-
dered WSNs extremely appealing in different dimensions [7, 8]. These days, with
the improvement of cloud innovation [9], WSNs quickly conveyed numerous viable
applications, comprising home security, battle-zone reconnaissance, observing the
development of undomesticated creatures in the forest, healthcare applications [10,
11], and so forth [12]. Within a sensor network, every node can be a sensor as well as
a router. In addition to its computing capability, storage capacity, as well as commu-
nication ability, are also the constraints of WSN [13–15]. In addition, in numerous
WSN applications, sensor nodes are dispensed into a harsh condition, that makes the
substitution of failed nodes moreover troublesome otherwise costly [16–18]. In this
way, in numerous situations, a wireless node has to work without battery recharging
for an expanded time frame [19]. Thus, energy efficiency is the major issue while
planning a WSN by means of the goal of improved network lifespan [7, 20, 21].
Energy utilization might be able to be effectively overseen via modifying the net-
work topology as well as managing the nodes’ transmission control in the routing
convention [22, 23].

The clustering method is helpful in diminishing the amount of data transmission
as well as save energy consumption [24]. Within a clustering design, sensor nodes
be formed into clusters, wherever the sensor nodes by means of bring down energy
may be able to be utilized to carry out detecting undertakings, and send the detected
information to their cluster head (CH) in the nearby distance [25–28]. The clustering
model is shown in Fig. 1. A node inside a cluster might be able to be selected as
CH to collect the information out of the member of the cluster, through the target of
decreasing the transmission distance of the accumulated information transferred to
the BS [29, 30].

The clustering method can build network longevity as well as enhance energy
proficiency by limiting energy utilization as well as adjusting energy utilization
among the nodes [31, 32]. Also, it is equipped for minimizing channel contention

Fig. 1 Clustering
architecture
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as well as packet collisions, bringing about enhanced network throughput beneath
high load [33, 34]. In a standard point of view, the process of optimization can be
described to find the best solution of the function from the system within constraints
[35–38]. The principal objective of the swarm and evolutionary algorithms (EA)
depends on clustering conventions to powerfully cluster sensor nodes in the setup
stage so the energy utilization is limited as well as clustering criteria be improved.
For N sensor nodes, here are absolutely 2N−1 distinctive arrangements, wherever
in every arrangement, every node may be able to be whichever chosen as a CH or
not. Accordingly, clustering within WSNs is an NP-hard issue. EA in addition to
swarm intelligence algorithms contain connected effectively to an assortment of NP-
hard issues. Additionally, with regards to clustered routing within WSN, a few EA
methods are present in the literature. GCA (genetic clustering algorithm) is an EA for
the dynamic development of clusters in WSNs [39]. The goal of GCA is to expand
the lifespan of the network by means of comprising least energy scattering. Within
GCA, every chromosome is spoken to as a string of length N, wherever every gene
relates to a specific node. The estimation of every gene is able to be +1 (showing
the node be a CH), 0 (demonstrating the node be a non-CH), or −1 (showing which
the node former departed). Jin et al. [40] have proposed another clustering strategy
depending on GA endeavor to discover suitable CHs to limit the clustering distances.
Within thismethod, binary encoding is utilized for the chromosome portrayal, in that,
every gene relates to one node: 1 implies which comparing node is chosen as a CH,
and something else, 0 implies which it is a non-CH node.

To achieve energy efficiency in WSN [41, 42], a new RAP protocol is introduced
to enhance the network lifetime using the hybridization of ant colony optimization
(ACO) as well as particle swarm optimization (PSO) algorithm. To further enhance
the energy effectiveness, the projected RAP algorithm uses a reactive data transmis-
sion strategy that is incorporated into the hybridization of ACO and PSO algorithm.
In the beginning, the clusters are organized based on the residual energy and then the
proposed RAP algorithm will be executed to improvise the inter-cluster data aggre-
gation and reduces the data transmission. In summary, the contributions of the paper
are listed below.

• The investigation of the state-of-the-art clustering techniques inWSN takes place.
• From the extensive survey, it is concluded that the efficient data aggregation tech-
nique using the hybridization of ACO and PSO algorithms leads to better lifetime.

• A reactive data transmission scheme is also employed to broadcast data alone
while the sensed value crosses a threshold limit.

• Simulation results have been analyzed to validate the efficiency of the RAP pro-
tocol.

The upcoming sections of the study are formulated as below: The network design
is known in Sect. 2, as well as the proposed RAP algorithm, is presented in Sect. 3.
The consequences are discussed in Sect. 4 as well as the paper is completed in Sect. 5.
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2 Network Model

Some of the assumption made in the proposed work is listed below:

• N sensor nodes are dispensed in the area of M × N.
• Nodes and BS are not mobile.
• Node has its unique ID.
• Symmetric links.

2.1 Energy Model

During the transmission and reception of data, the node has to utilize some energy
on the basis of two-channel propagation model known as free space (D2 power
loss) in case of single-hop communication and multipath fading channel (D4 power
loss) in case of multi-hop communication. So, the energy utilization of the nodes for
broadcasting and getting a k-bit packet about a distance d can be represented as

ETX (k, d) =
{
k × Eelec + k × εfs × d2 if d ≤ d0
k × Eelec + k × εmp × d4 if d > d0

(1)

ERX (k) = l × Eelec (2)

where Eelec is the dissipated energy in transmitter otherwise receiver circuit, d0 is the
threshold distance that it is estimated through

√
εfs/εmp. Depending on the broadcast

distance d, free space (εfs) otherwise multipath fading (εmp) be employed within the
transmitter amplifier.

2.2 Cluster Head (CH) Formation

Thus, this study employs the level flanked clustering process where CHs are elected
based on a thresholds function. It defines which node by means of higher energy
has a high possibility of becoming CHs. Every node will generate a value randomly
and tries to turn out to be CH. When the arbitrary value is lower compared to the
threshold T (i), it would turn out to be CH. And, T (i) can be represented as

T (i) = Popt

1 − p
opt

(
r.mod

(
1

Popt

)) ∗ Ei(r)

Eavg(r)
(3)

where r indicates the present round in WSN, E is the present energy of ith node,
whereas E. denotes the average residual energy which can be computed as
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Eavg =
∑

Ei(r)

N
(4)

N indicates the count of nodes within WSN.

3 Proposed RAP Algorithm

TheRAP algorithm is employed to locate the shortest route out fromCHs toBS.ACO
and PSO algorithm [43, 44] has the capability to identify the optimized path among
a collection of nodes and BS as the destination. Next, reactive strategy reduces the
count of data transmission by allowing the data transmission alone while the sensed
value is greater than the threshold value.

3.1 ACO Based Path Selection

Here, the least cost based spanning tree (shortest path) is constructed among CHs as
well as BS. The steps involved in this algorithm are as follows:

1. Initialization of CHs as ants integrated to BS as the target.
2. Using virtual ant based upon the quantity of pheromone on the CH distances.
3. The beginning of ACO can be the process of collecting trail between nearby

clusters, where a number of synthetic ants (CHs) be designed from CHs to BS.
4. At the forefront, ants are selecting the subsequent CH in the random manner

by gathering the data out of the length matrix in addition to the successful ants
updates the pheromone deposition on the boundaries met by those through an
amount (CL), wherever M be the sum of travel time of the ant as well as D a
constant price which is altered in continuation by means of the new troubles to
the perfect value.

5. The subsequent group of ants follows the leftover pheromone deposition feed-
back through the previously visited successful ants and quickly follows the
shortest route.

6. While ants move from one CHi to CHj, the possibility in the selection standard
(so known as pheromone) for a simple ant be calculated as follows:

Pij =
(
τij

)α(
ηij

)β

∑
j∈N

(
τij

)α(
ηij

)β
(5)

Here, τij indicates the quantity of pheromone deposition from the CHi to CHj

demonstrates the sum of pheromone deposit from CHi to CHj. ηij is the trail
visibility functionwhich is equal to the reciprocal functionof the energydistance
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between CHi and CHj, α and β are the parameters to alter the pheromone
quantity of τij and ηij, respectively.

7. When a link is available between the CHi to CHj; then

Pij gets updated
else
Pij = 0
End

8. The distance dij between CHi and CHj can be calculated as follows:

dij =
√

(S(i).xd − s(j)xd)2 − (S(i).yd − s(j)yd)2 (6)

Here, xd and yd are the XY coordinates of the given CH.
9. P values get restructured by every ant that has arrived at the BS.
10. Pheromone evaporation ρ on the edge flanked by CHi along with CHj be com-

puted employing the Eq. (7).

τij ← (1 − ρ)τij (7)

11. For the CHs which are not selected through artificial ants; the measure of P will
decrease in an exponential way.

12. In each round (t) = {1, 2, 3, 4…n}, when each and every ant reaches the BS,
the value of τij will be equated as
τij(t + n) = ρ ·τij(t)+�τij. Here,�τij indicates the pheromone quantity getting
settled.

13. If ant k have crossed a fewedges betweenCHs, itwould depart P that is indirectly
relational to the whole distance end to end of every edges ant k have conceded
out off the initial CH to the BS through the use of Eq. by using the following
formula:

τij ← τij +
m∑

k=1

�τ k
ij , ∀(i, j) ∈ L (8)

Here, �τ k
ij is the quantity of P ant k deposited over the visited limits. It is

estimated via the following expression:

�τ k
ij =

{ 1
CK

0
(9)

14. At present, the path by means of the best P value is chosen as well as assigned
as an initial solution.

15. Finally, PSO algorithm will be executed to reduce the path cost again.
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3.2 PSO Algorithm

The initialization of PSO begins with the output of the ACO algorithm as particles.
Every particle holds the saved data for every coordinate that is associated to obtain
the optimized solution by subsequent presented best particles. The goal function of
each particle is validated and saved. The fitness range of the present optimal particle
is known as pBest. While each and every created population are taken, after that
the best range is selected from the created population as well as the specific best
solution is known as gBest. This work utilizes the shortest path cost as goal function.
In general, PSO tries to modify the speed of each particle to its pBest. The speed
is computed by arbitrary definitions that are actually arbitrarily formed counts for
velocity to pBest. Each examined particle of PSO contains the data that is given as
follows:

• A data represents a global solution that is named as gBest.
• The rate for velocity would represent the quantity of data to be altered.
• pBest value.

1. Initially, it is considered that every CHs as particle that has two dimensions like
particle position as well as velocity.

2. Then the solutions are initiated on the basis of random distribution. And, the
count of the random solution depend on the population size.

3. Now, determining the fitness value takes place by a fitness function that is the
lowest path distance. The distance flanked by two nodes can be computed as

D =
√

(x1 − x2)
2 − (y1 − y2)

2 (10)

(x1, y1) is the position values of node 1 as well as (x2, y2) is the location rates of
node 2. Once the distance is determined, then it is needed to compute the gBest
that is shortest aggregate distance for each arbitrary result.

4. Production of fresh particles out off the early locate of randomsolutions.Arrange-
ment of fresh particles from the elderly ones is the production of a fresh particle:

4.1. Estimating new velocity:
The present velocity in use particle is assumed to be the value at that the
particle’s location is modified and the fresh velocity can be computed as

newv = ω ∗ oldv + ω1
(
lBestp − cBestp

) + ω2 + w2
(
gBestp − cBestp

)
(11)

where ω indicates the inertia weight. ω1 and ω2 are fundamental PSO
tuning variables, v indicates the velocity, and p is the location value.

4.2. Estimating the new position of the particle is as follows:

newp = oldp + newv (12)
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Finally, the fresh particle (newv and newp) will be obtained.

5. Now, the fitness value for newp is computed by the use of distance of the path.
6. The fitness value of old particle, as well as new particle, undergoes comparison

as well as the top one will be chosen for the subsequent iteration:

If newf v > oldf v
oldf v = oldf v
else

old particle is forwarded to next iteration

end

7. In each iteration, the best solution will be chosen as pBest. The particle with high
fitness value in the present iteration is chosen as pBest solution.

8. The pBest solutions every iterations of the particle in that has highest in the
midst of all solutions is chosen as gBest solution. In the end, the gBest solution
is selected as the present inter-cluster data aggregation route.

3.3 Reactive Data Transmission

The majority of the on hand protocols broadcast information occasionally in a prac-
tical method. It increases the count of data transmission as well as the sensed data
would be extremely associated. To enhance the energy efficiency, threshold depended
on data transmission (reactive) to be projected. The timeline of the reactive data trans-
mission is shown in Fig. 2.

This approach allows the CH to transmit the attributes to its members and the
thresholds are listed below:

Hard Threshold (HT): It is a threshold assessment for an attribute that is being
sensed. It is the complete rate of the attribute away from that, the node sensing this
assessment should control its broadcaster as well as notify to its cluster head.

Soft Threshold (ST): It is a little modification within the rate of the sensed attribute
that immunes the node to knob over its transmitter moreover broadcast. The nodes

Fig. 2 Time line
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sense their environment constantly. The nodes would subsequently broadcast infor-
mation in the present cluster period, and the subsequent circumstances are true:

1. The present rate of the attribute being sensed is higher when compared to the
hard threshold.

2. The present rate of the sensed attribute varies from SV through a sum equivalent
to or superior to the soft threshold. At any time, a node transmits data, SV is
located equivalent to the in progress value of the sensed attribute.

As a result, the hard threshold minimizes the count of transmissions by allowing
the nodes to broadcast alone while the sensed value in the region of significance. The
soft threshold additionallyminimizes the count of broadcasts through the elimination
of every transmission that may contain or else occurred while here is small otherwise
no modifications in the sensed attribute on one occasion the rigid threshold.

4 Results and Discussion

The proposed RAP algorithm is implemented in MATLAB and the validation takes
place using some metrics. For simulation, 100 sensor nodes are in the area of 100 ×
100 m2. Table 1 depicts the diverse simulation parameters for comparative analysis.

The performance measure throughput indicates the count of packets properly
received at the BS. Figure 3 illustrates the comparative results of RAP algorithm
with the GSTEB and ACO algorithm. From this figure, it is clearly shown that the
RAP algorithm attainsmaximum throughput than the compared ones. In addition, the
inclusion of reactive data transmission acts as a significant task in the improvement of
network lifetime. Furthermore, it is verified that the throughput of the RAP algorithm
is found to be superior to the existing GSTEB and ACO algorithms.

Table 1 Simulation setup Parameter Value

Area (x, y) 100, 100

Base station (x, y) 50, 50 or 50, 150

Nodes (n) 100

Probability (p) 0.1

Initial energy 0.1

Transmitter_energy 50 * 10−9

Receiver_energy 50 * 10−9

Free space (amplifier) 10 * 10−13

Multipath (amplifier) 0.0013 * 10−13

Effective data aggregation 5 * 10−9

Maximum lifetime 2500

Data packet size 4000
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Fig. 3 Throughput

Fig. 4 Analysis of network
lifetime

Next, the lifetime of the WSN indicates the time period in between the first as
well as last node dies in the WSN. Figure 4 illustrates the comparative analysis of
RAP algorithm by means of other methods in terms of lifetime. From the figure, it is
clearly depicted that improved lifetime is attained by the RAP algorithm where the
network still operates even at 5000 rounds whereas the ACO algorithm makes the
network inactive in 3800 rounds itself. It is also apparent that the GSTEB algorithm
attains worse performance than the compared methods. On comparing with other
algorithms, the RAP algorithm achieved maximum lifetime.

Finally, the residual energy indicates the sum of available energy of all nodes
in WSN. Figure 5 provides the comparative results of the proposed RAP algorithm
by means of additional algorithms in terms of residual energy. From the figure, it
is apparent that the projected RAP algorithm will have maximum residual energy,
whereas the GSTEB algorithm achieves minimum residual energy. On the 3000
rounds, the GSTEB algorithm depletes its energy completely whereas the ACO and
proposed algorithm have the residual energy of 4 and 7, respectively. From the figures
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Fig. 5 Analysis of residual
energy

and above discussion, it is concluded that the RAP algorithm is found to superior to
other algorithms in a significant way.

5 Conclusion

To achieve energy efficiency in WSN, a new RAP protocol is introduced to enhance
the network lifetime using the hybridization of ant colony optimization (ACO) as
well as particle swarm optimization (PSO) algorithm. To further enhance the energy
effectiveness, the proposed RAP algorithm uses a reactive data transmission strat-
egy that is incorporated into the hybridization of ACO and PSO algorithm. In the
beginning, the clusters are organized based on the residual energy and then the pro-
posed RAP algorithmwill be executed to improvise the inter-cluster data aggregation
and reduces the data transmission. The proposed RAP algorithm is implemented in
MATLAB and the validation takes place using the subsequent metrics, i.e., stabil-
ity period, network lifetime, residual energy (average outstanding energy), as well
as throughput. The experimental results verified that the RAP algorithm is found
superior to other algorithms in a significant way.
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Maintaining Consistent Firewalls
and Flows (CFF) in Software-Defined
Networks

A. Banerjee and D. M. Akbar Hussain

Abstract Software-defined networking (SDN) paradigm brings great flexibility to
the network by decoupling control plane from the data plane. However, one of the
great security challenges in SDN is to maintain consistency among firewall-rules and
actual-flows in the network. The present article proposes one such scheme “consistent
firewalls and flows (CFF)” safeguards the network from firewall policy violation
and maintains consistency among firewall rules and flow tables. Firewall rule table
presented in SDN controller and flow tables present in switches that connect some
hosts to the network are treated as critical sections protected by semaphores. We
have implemented the CFF framework to demonstrate the efficiency of the proposed
scheme and simulation results clearly show benefits of CFF compared to the inbuilt
firewall.

Keywords Firewall · Flow table · Security · Semaphore · Software-defined
network

1 Introduction

The primary intention behind designing a software-defined network is to implement
a centralized control to run various services including packet switching, security
mechanisms, networkmaintenance, etc. The centralized controller, popularly termed
as SDN controller is aware of the topology of the whole network. This efficiently
decouples control plane from the data plane. OpenFlow protocol [1–5] is mostly
used for managing network resources in a cost-effective manner and robust firewalls
are required to address security challenges in these types of networks. Firewalls are
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widely deployed security mechanisms used in business and institutions. It sits on the
border of a network and examines all incoming andoutgoingpackets to defend against
attacks and unauthorized access. A firewall is built based on the assumption that all
elements of the protected network are trusted bodies by themselves and internal
traffic need not be monitored and filtered. Possible threats to security systems in
SDN arise from dynamic updation of network policy, inconsistency between firewall
rules themselves, and inconsistency between firewall rules and flow tables at various
switches.

(i) Dynamic updation of network policies—In an open flow network, network
states are dynamically updated and configurations are frequently changed.
These changes have to be reflected in the firewall as well as flow tables. Ide-
ally, flow tables of associated switches have to be modified before centralized
firewall rule table because routing decisions are taken at switches through their
flow tables.

(ii) Inconsistency between firewall rules themselves—One firewall rule may con-
tradict the other. For example, (A, B, *, allow) and (A, B, *, deny); here A is
source-host-id,and B is destination-host-id. Communication between them on
all ports is allowed on the first rule and completely denied in the second rule.
This is a contradiction.

(iii) Inconsistency between firewall rules and flow table—Let switch sw1 inter-
face host A to the network. Centralized firewall table contains (A, B, *, deny)
whereas the flow table of sw1 contains (A, B). Then this is a contradiction
between firewall rules and flow table.

The present article proposes CFF which maintains consistency between firewall
rules and flow table. This does not require disturbing the SDNcontroller for accessing
the firewall rule table with the arrival of each packet at an ingress switch. Subparts
of firewall rules are copied in relevant switches that easily detect prohibited flows.
Moreover, firewall rules are stored in such a manner that makes searching for a
particular rule efficient. Rules are stored in increasing order of source-host-id and
for each source-host-id, multiple destination-host-ids appear in increasing order .
Whenever firewall rule table is going to be modified, some parts of the table are
locked in write mode while the other entries are free to be accessed for read or
write operation. These techniques greatly enhance the performance of the underlying
network.

The present article is organized as follows. We overview related work in Sect. 2.
Section 3 discusses CFF with an example. Simulation results appear in Sect. 4 while
Sect. 6 concludes the paper.

2 Related Work

Some efforts have beenmade to tackle security issues in SDN.DDoS attack detection
[6], vulnerability assessment [7], saturation attackmitigation [8] etc. are important in
this context. However, quite differently from them, our work aims to build efficient
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firewalls keeping consistency with flow tables of various switches. Floodlight [9]
provides us a firewall that stops the undesirable flow of packets at ingress switches
depending upon firewall rules “allow” or “deny”. However, for each packet flow at
the ingress switches, firewall rules present at SDN controller have to be accessed over
and over again. This increases the chance of bottleneck at the centralized controller
and SDN controller has to be interrupted for every flow, which consumes significant
time.

A software extension of FortNOX [10] was proposed for security enforcement in
SDN controllers but that did not prove to be very suitable for SDN because FortNOX
records rule relations in alias sets, which are unable to track network traffic flows.
In [11–14] certain verification tools came up for checking network invariants and
policy correctness in OpenFlow but they cannot support automatic and effective
violation resolution. Some firewall algorithms and tools have been designed to assist
system administrators. Yuan et al. [15] proposed a toolkit to check anomalies or
inconsistencies among firewall rules themselves. However, these approaches are not
very suitable for software-defined networks.

3 CFF—Explained with an Example

Please consider the network in Fig. 1, consisting of four hosts (A, B, C, D) and seven
switches (sw1, sw2, sw3, sw4, sw5, sw6, and sw7). Table 1 specifies firewall rules
existing in SDN controller.

In CFF, the controller is equipped with three tables—Firewall-Rules table, Host-
Switch table, and Semaphore table. As the name specifies, Firewall-Rules table con-
sists of firewall rules and Host-Switch table consists of host-ids and corresponding
switches (switch-id list) that interface a host to the network. For the network shown in
Fig. 1, assume that Table 1 shows firewall rules and Table 2 shows Host-Switch table.

A             sw1                sw5                 sw6                 sw3    C

B              sw2                sw7             sw4                      D

SDN  Controller

Fig. 1 Example SDN network
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Table 1 Firewall Rules table Source-id Destination-id Destination port Action

A B * Allow

A C 21, 22 Deny

A D 21 Allow

B A * Deny

B C * Allow

B D 23, 25 Deny

C A * Allow

C B 21 Allow

C D * Deny

D A * Allow

D B 23 Deny

* C * Deny

Table 2 Host-Switch table Host-id Switch-id-list

A sw1

B sw2

C sw3

D sw3, sw4

Please note that in CFF, firewall rules are arranged in ascending order of source-id
and ascending order of destination-id for each source-id.

From the entries of Firewall-Rules table associatedwith different hosts, two tables
named prohibited-flow table and allowed-flow table are constructed corresponding
to each switch that interfaces some host to the network. Attributes of prohibited-
flow-table are source-id and destination-id whereas the same for allowed-flow-table
are source-id, destination-id, and port number. A flow from source H1 to destination
H2 will be called prohibited if (H1, H2, *, Deny) is a firewall rule. On the other hand,
if firewall rules contain (H1, H2, y, Allow) where y is either * or some port number
then (H1, H2) is an allowed flow. Also, if firewall rules contain (H1, H2, y, Deny)
where If in the Firewall-Rules table, some port number is mentioned with “Allow”
action corresponding to the same source, destination pair, then in allowed-flow table
for the same source–destination pair, port number will be positive, whereas for deny
action, port number will be negative. For example, in Fig. 1, sw1 interfaces between
host A and the network. Therefore, from the firewall rules associated to host A, SDN
controller identifies that (A, B), (A, C), and (A, D) are all allowed connections. So,
prohibited-flow-table at sw1 is empty and allowed-flow-table is shown in Table 3.

Similarly, prohibited-flow-table and allowed-flow-table for sw2 appear in
Tables 4a and 4b, whereas the same tables for sw3 appear in Tables 5a and 5b
and for switch sw4, they appear in Tables 6a and 6b.


