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I would like to dedicate this volume to my teacher Prof. R. N. Mukherjee, who introduced this wonderful field of mathematics to me. I would also like to dedicate this volume to Prof. B. D. Craven who showed me the path in this research area.

## Foreword

It is a great pleasure to learn that the Centre for Interdisciplinary Mathematical Sciences and the Department of Mathematics, Banaras Hindu University organized an Advanced Training Programme on Nonconvex Optimization and Its Applications. This programme was organized to introduce the subject to young researchers and college teachers working in the area of nonconvex optimization.

During the five-day period several eminent professors from all over the country working in the area of optimization gave expository to advanced level lectures covering the following topics.
(i) Quasi-convex optimization
(ii) Vector optimization
(iii) Penalty function methods in nonlinear programming
(iv) Support vector machines and their applications
(v) Portfolio optimization
(vi) Nonsmooth analysis
(vii) Generalized convex optimization

Participants were given copies of the lectures. I understand from Dr. S. K. Mishra, the main organizer of the programme, that the participants thoroughly enjoyed the lectures related to nonconvex programming. I am sure the students will benefit greatly from this kind of training programme and I am confident that Dr. Mishra will conduct a more advanced programme of this kind soon. I also appreciate the efforts taken by him to get these lectures published by Springer. I am sure this volume will serve as excellent lecture notes in optimization for students and researchers working in this area.

## Preface

Optimization is a multidisciplinary research field that deals with the characterization and computation of minima and/or maxima (local/global) of nonlinear, nonconvex, nonsmooth, discrete, and continuous functions. Optimization problems are frequently encountered in modelling of complex real-world systems for a very broad range of applications including industrial and systems engineering, management science, operational research, mathematical economics, seismic optimization, production planning and scheduling, transportation and logistics, and many other applied areas of science and engineering. In recent years there has been growing interest in optimization theory.

The present volume contains 16 full-length papers that reflect current theoretical studies of generalized convexity and its applications in optimization theory, set-valued optimization, variational inequalities, complementarity problems, cooperative games, and the like. All these papers were refereed and carefully selected from those delivered at the Advanced Training Programme on Nonconvex Optimization and Its Applications held at the DST-Centre for Interdisciplinary Mathematical Sciences, Department of Mathematics, Banaras Hindu University, Varanasi, India, March 22-26, 2010.

I would like to take this opportunity, to thank all the authors whose contributions make up this volume, all the referees whose cooperation helped in ensuring the scientific quality of the papers, and all the people from the DST-CIMS and Department of Mathematics, Banaras Hindu University, whose assistance was indispensable in running the training programme. I would also like to thank to all the participants of the advanced training programme, especially those who travelled a long distance within India in order to participate. Finally, we express our appreciation to Springer for including this volume in their series. We hope that the volume will be useful for students, researchers, and those who are interested in this emerging field of applied mathematics.

## Contents

1 Some Equivalences Among Nonlinear Complementarity Problems, Least-Element Problems, and Variational Inequality Problems in Ordered Spaces ..... 1
Qamrul Hasan Ansari and Jen-Chih Yao
1.1 Introduction ..... 1
1.2 Preliminaries ..... 2
1.3 Equivalence of Nonlinear Complementarity Problems and Least-Element Problems ..... 4
1.4 Equivalence Between Variational-Like Inequality Problem and Least-Element Problem ..... 9
1.5 Equivalence Between Extended Generalized Complementarity Problems and Generalized Least-Element Problem ..... 14
1.6 Equivalence Between Generalized Mixed Complementarity Problems and Generalized Mixed Least-Element Problem ..... 19
References ..... 23
2 Generalized Monotone Maps and Complementarity Problems ..... 27
S. K. Neogy and A. K. Das
2.1 Introduction ..... 27
2.2 Preliminaries ..... 29
2.3 Different Types of Generalized Monotone Maps ..... 30
2.4 Generalized Monotonicity of Affine Maps ..... 34
2.5 Generalized Monotone Affine Maps on $\boldsymbol{R}_{+}^{n}$ and Positive- Subdefinite Matrices ..... 35
2.6 Generalized Positive-Subdefinite Matrices ..... 42
References ..... 44
3 Optimality Conditions Without Continuity in Multivalued Optimization Using Approximations as Generalized Derivatives ..... 47
Phan Quoc Khanh and Nguyen Dinh Tuan
3.1 Introduction and Preliminaries ..... 47
3.2 First- and Second-Order Approximations of Multifunctions ..... 50
3.3 First-Order Optimality Conditions ..... 53
3.4 Second-Order Optimality Conditions ..... 55
References ..... 60
4 Variational Inequality and Complementarity Problem ..... 63
Sudarsan Nanda
4.1 Introduction ..... 63
4.2 Nonlinear Operators ..... 63
4.3 Variational Inequalities ..... 65
4.4 Complementarity Problem ..... 68
4.5 Semi-Inner-Product Space and Variational Inequality ..... 71
References ..... 76
$5 \quad$ A Derivative for Semipreinvex Functions and Its Applications in Semipreinvex Programming ..... 79
Y. X. Zhao, S. Y. Wang, L. Coladas Uria, and S. K. Mishra
5.1 Introduction ..... 79
5.2 Preliminaries ..... 80
5.3 Fritz-John and Kuhn-Tucker Results ..... 82
5.4 The Semiprevariational Inequality Problem for Point Sequence Derivative ..... 84
References ..... 85
6 Proximal Proper Saddle Points in Set-Valued Optimization ..... 87
C. S. Lalitha and R. Arora
6.1 Introduction ..... 87
6.2 Preliminaries ..... 88
6.3 Proximal Proper Efficiency and Its Relation with Other Notions of Proper Efficiency ..... 89
6.4 Proximal Proper Saddle Points ..... 91
6.5 Optimality Criteria in Terms of Proximal Proper Efficient Saddle Point ..... 96
6.6 Conclusions ..... 99
References ..... 100
7 Metric Regularity and Optimality Conditions in Nonsmooth Optimization ..... 101
Anulekha Dhara and Aparna Mehra
7.1 Introduction ..... 101
7.2 Notations and Preliminaries ..... 102
7.3 Constraint Qualifications and Metric Regularity ..... 106
7.4 Optimality Conditions ..... 110
7.5 Conclusions ..... 113
References ..... 113
8 An Application of the Modified Subgradient Method for Solving Fuzzy Linear Fractional Programming Problem ..... 115
Pankaj Gupta and Mukesh Kumar Mehlawat
8.1 Introduction ..... 115
8.2 LFPP with Fuzzy Technological Coefficients and Fuzzy Right-Hand Side Numbers ..... 117
8.3 Modified Subgradient Method to Solve the FLFPP ..... 120
8.4 Numerical Illustrations ..... 124
8.5 Concluding Remarks ..... 130
References ..... 131
9 On Sufficient Optimality Conditions for Semi-Infinite Discrete Minmax Fractional Programming Problems Under Generalized V-Invexity ..... 133
S. K. Mishra, Kin Keung Lai, Sy-Ming Guu, and Kalpana Shukla
9.1 Introduction ..... 133
9.2 Preliminaries ..... 135
9.3 Sufficient Optimality Conditions ..... 139
References ..... 144
10 Ekeland-Type Variational Principles and Equilibrium Problems ..... 147
Qamrul Hasan Ansari and Lai-Jiu Lin
10.1 Introduction ..... 147
$10.2 \boldsymbol{\tau}$-Function, Ekeland-Type Variational Principle, and Some Related Results ..... 151
10.3 Fitting Function, Ekeland-Type Variational Principle, and Some Equivalent Results ..... 157
10.4 $\boldsymbol{Q}$-Functions, Ekeland-Type Variational Principle, and Related Results ..... 163
References ..... 171
11 Decomposition Methods Based on Augmented Lagrangians: A Survey ..... 175
Abdelouahed Hamdi and Shashi K. Mishra
11.1 Augmented Lagrangian Method ..... 175
11.2 Extensions of Augmented Lagrangian Methods ..... 177
11.3 Nonquadratic Augmented Lagrangians ..... 181
11.4 Augmented Lagrangian and Decomposition Methods ..... 183
11.5 Conclusion ..... 199
References ..... 200
12 Second-Order Symmetric Duality with Generalized Invexity ..... 205
S. K. Padhan and C. Nahak
12.1 Introduction ..... 205
12.2 Notation and Preliminaries ..... 206
12.3 Wolfe-Type Symmetric Duality ..... 208
12.4 Mond-Wier-Type Symmetric Duality ..... 211
12.5 Conclusion ..... 213
References ..... 214
13 A Dynamic Solution Concept to Cooperative Games with Fuzzy Coalitions ..... 215
Surajit Borkotokey
13.1 Introduction ..... 215
13.2 Preliminaries ..... 219
13.3 Our Model ..... 221
13.3.1 The Allocation Process ..... 222
13.3.2 Protocol ..... 224
13.3.3 Main Theorem ..... 225
13.4 An Example ..... 226
13.5 Conclusion ..... 228
References ..... 229
14 Characterizations of the Solution Sets and Sufficient Optimality Criteria via Higher-Order Strong Convexity ..... 231
Pooja Arora, Guneet Bhatia, and Anjana Gupta 14.1 Introduction ..... 231
14.2 Strongly Convex Function ..... 232
14.3 Characterization of Solution Sets ..... 234
14.4 Optimality Conditions ..... 236
14.5 Mixed Duality ..... 239
References ..... 242
15 Variational Inequalities and Optimistic Bilevel Programming Problem Via Convexifactors ..... 243
Bhawna Kohli
15.1 Introduction ..... 243
15.2 Preliminaries ..... 244
15.3 Bilevel Programming Problem ..... 246
15.4 Variational Inequality Problem ..... 248
References ..... 254
16 On Efficiency in Nondifferentiable Multiobjective Optimization Involving Pseudo $\boldsymbol{d}$-Univex Functions; Duality ..... 257
J. S. Rautela and Vinay Singh
16.1 Introduction ..... 257
16.2 Optimality Conditions. KT/FJ-Pseudo $\boldsymbol{d}$-Univexity ..... 258
16.3 Characterization of Efficient Solutions ..... 261
16.4 Duality ..... 262
References ..... 265
Index ..... 267

## List of Contributors

Qamrul Hasan Ansari
Department of Mathematics, Aligarh Muslim University, Aligarh, UP, India, e-mail: qhansari@gmail.com

Pooja Arora
Department of Operational Research, University of Delhi, Delhi 110 007, India, e-mail: poojaarora82@rediffmail.com
R. Arora

Department of Mathematics, University of Delhi, Delhi 110 007, India, e-mail: ruchiiq@yahoo.com

Guneet Bhatia
Department of Mathematics, University of Delhi, Delhi 110 007, India, e-mail: guneet172@yahoo.co.in

Surajit Borkotokey
Department of Mathematics, Dibrugarh University, Asom, India, e-mail: surajitbor@yahoo.com
L. Coladas Uria

Department of Statistics and Operations Research, Faculty of Mathematics, University of Santiago de Compostela, 15782 Santiago de Compostela, Spain, e-mail: luis.coladas@usc.es
A. K. Das

Indian Statistical Institute, 203, B. T. Road, Kolkata 700 108, India, e-mail: akdas@isical.ac.in

Anulekha Dhara
Department of Mathematics, Indian Institute of Technology Delhi, Hauz Khas, New Delhi 110 016, India, e-mail: anulekha_iitd@yahoo.com

## Anjana Gupta

Department of Mathematics, MAIT, GGSIPU, Delhi, India,
e-mail: guptaanjana2003@yahoo.co.in
Pankaj Gupta
Department of Operational Research, University of Delhi, Delhi, India, e-mail: pgupta@or.du.ac.in

Sy-Ming Guu
College of Management, Yuan-Ze University, 135 Yuan-Tung Road, Chung-Li, Taoyuan, 32003, Taiwan, e-mail: iesmguu @gmail.com

Abdelouahed Hamdi
Department of Mathematics and Computer Science, Kuwait University, Kuwait, e-mail: whamdi99@yahoo.fr

Phan Quoc Khanh
Department of Mathematics, International University of Hochiminh City, Linh Trung, Thu Duc, Hochiminh City, Vietnam, e-mail: pqkhanh@hcmiu.edu.vn

Bhawna Kohli
Department of Mathematics, University of Delhi, Delhi 110 007, India, e-mail: bhawna.kohli@rediffmail.com

Kin Keung Lai
Department of Management Sciences, City University of Hong Kong, Tat Chee Avenue, Kowloon, Hong Kong, e-mail: mskklai@cityu.edu.hk
C. S. Lalitha

Department of Mathematics, University of Delhi South Campus, Benito Jaurez Road, New Delhi 110 021, India, e-mail: cslalitha@rediffmail.com

Lai-Jiu Lin
Department of Mathematics, National Changhua University for Education, Changhua 50058, Taiwan, ROC, e-mail: maljlin@math.ncue.edu.tw

Mukesh Kumar Mehlawat
Department of Operational Research, University of Delhi, Delhi, India, e-mail: mukesh0980@yahoo.com

Aparna Mehra
Department of Mathematics, Indian Institute of Technology Delhi, Hauz Khas, New Delhi 110 016, India, e-mail: apmehra@maths.iitd.ac.in

## S. K. Mishra

Department of Mathematics, Faculty of Science, Banaras Hindu University, Varanasi 221 005, India, e-mail: bhu.skmishra@gmail.com
C. Nahak

Department of Mathematics, Indian Institute of Technology, Kharagpur, India, e-mail: cnahak@maths.iitkgp.ernet.in

Sudarsan Nanda
Department of Mathematics, Indian Institute of Technology, Kharagpur, India, e-mail: snanda@maths.iitkgp.ernet.in
S. K. Neogy

Indian Statistical Institute, 7, S. J. S. Sansanwal Marg, New Delhi 110 016, India, e-mail: skn@isid.ac.in
S. K. Padhan

Department of Mathematics, Indian Institute of Technology, Kharagpur, India, e-mail: sarojpadhan@gmail.com
J. S. Rautela

Department of Mathematics, Faculty of Applied Sciences and Humanities, Echelon Institute of Technology, Faridabad 121 002, India,
e-mail: sky_dreamz@rediffmail.com
Kalpana Shukla
Department of Mathematics, Faculty of Science, Banaras Hindu University, Varanasi 221 005, India, e-mail: bhukalpanabhu@gmail.com

Vinay Singh
Department of Mathematics, Faculty of Science, Banaras Hindu University, Varanasi 221 005, India, e-mail: vinaybhu1981@gmail.com

Nguyen Dinh Tuan
Department of Mathematics, University of Economics of Hochiminh City, Nguyen Dinh Chieu Street, D. 3, Hochiminh City, Vietnam, e-mail: ndtuan73@yahoo.com

Shouyang Wang
Institute of Systems Science, Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing 100190, China, e-mail: sywang @amss.ac.cn Jen-Chih Yao
Center for General Education, Kaohsiung Medical University, Kaohsiung 80708, Taiwan, e-mail: yaojc@kmu.edu.tw
Y. X. Zhao

Institute of Systems Science, Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing 100190, China, e-mail: zyx @amss.ac.cn

# Chapter 1 <br> Some Equivalences Among Nonlinear Complementarity Problems, Least-Element Problems, and Variational Inequality Problems in Ordered Spaces 

Qamrul Hasan Ansari and Jen-Chih Yao


#### Abstract

In this survey chapter we introduce several Z-type single-valued maps as well as set-valued maps. We present several equivalences among different types of nonlinear programs, different types of least-element problems, and different types of variational inequality problems under certain regularity and growth conditions.


### 1.1 Introduction

It is well known that the theory of complementarity problems has been become a very effective and powerful tool in the study of a wide class of linear and nonlinear problems in optimization, economics, game theory, mechanics, engineering, and so on, see, for example [9, 15-17], and the references therein. For a long time, a great deal of effort has gone into the study of the equivalence of complementarity problems and other problems. In 1980, Cryer and Dempster [10] studied the equivalence of linear complementarity problems, linear programs, leastelement problems, variational inequality problems, and minimization problems in vector lattice Hilbert spaces. In 1981, Riddle [28] established the equivalence of complementarity and least-element problems as well as several related problems. In 1995, Schaible and Yao [30] proved the equivalence of these problems by introducing strictly pseudomonotone Z-maps operating on Banach lattices. In 1999, Ansari et al. [1] extended the results of Schaible and Yao [30] for point-to-set maps and established equivalence among generalized complementarity problems, generalized least-element problems, generalized variational inequality problems,

[^0]and minimization problems. In [34] Yin, Xu, and Zhan established the equivalence of $F$-complementarity, variational inequality, and least-element problems in the Banach space setting. Very recently, Huang and Fang [14] introduced several classes of strong vector $F$-complementarity problems and gave their relationships with the least element problems of feasible sets. Furthermore, in [36], Zeng and Yao first gave an equivalence result for variational-like inequality problems and least element problems.

In this survey chapter we introduce several Z-type single-valued maps as well as multivalued maps. We present several equivalences among different types of nonlinear programs, least-element problems, complementarity problems, and variational inequality problems under certain regularity and growth conditions.

### 1.2 Preliminaries

In this section, we introduce some notations and definitions that are used in the sequel.

Let $B$ be a real Banach space with its dual $B^{*}$, and let $K \subseteq B$ be a closed convex cone. Let $K^{*}$ be the dual cone of $K$; that is,

$$
K^{*}=\left\{u \in B^{*}:\langle u, x\rangle \geq 0 \text { for all } x \in K\right\},
$$

where $\langle u, x\rangle$ denotes the pairing between $u \in B^{*}$ and $x \in B$.
The vector ordering induced by $K$ on $B$ and induced by $K^{*}$ on $B^{*}$ is denoted by $\leq$ :

$$
\begin{aligned}
& x \leq y \quad \text { if and only if } y-x \in K, \quad \text { for all } x, y \in B, \\
& u \leq v \quad \text { if and only if } v-u \in K^{*}, \quad \text { for all } u, v \in B^{*} .
\end{aligned}
$$

Nonzero elements of $K^{*}$ are said to be positive, and $u \in K^{*}$ is said to be strictly positive if

$$
\langle u, x\rangle>0, \quad \text { for all } x \in K, x \neq 0 .
$$

The space $B$ is a vector lattice with respect to $\leq$ if each pair $x, y \in B$ has a unique infimum $x \wedge y$ characterized by the properties

$$
x \wedge y \leq x, x \wedge y \leq y, z \leq x, z \leq y \quad \text { if and only if } z \leq x \wedge y .
$$

If $B$ is a vector lattice, so is $B^{*}$ with respect to the ordering $\leq$ induced by $K^{*}$; see, for example, [22].

Proposition 1.1 ([2, pp. 533]). Let $K$ be a nonempty convex subset of $B$ and let $f: K \rightarrow \mathbb{R}$ be a lower semicontinuous and convex functional. Then, $f$ is weakly lower semicontinuous.

Remark 1.1. From Proposition 1.1, we can see that, if $f: K \rightarrow \mathbb{R}$ is upper semicontinuous and concave, then $f$ is weakly upper semicontinuous.

Definition 1.1. Let $\Omega$ be an open subset of a real Banach space $B$. A function $f$ : $\Omega \rightarrow \mathbb{R}$ is said to be Gâteaux differentiable at $x \in \Omega$ if there exists $\nabla f(x) \in B^{*}$ such that

$$
\lim _{t \rightarrow 0^{+}} \frac{f(x+t h)-f(x)}{t}=\langle\nabla f(x), h\rangle, \quad \forall h \in B .
$$

$\nabla f(x)$ is called the Gâteaux derivative of $f$ at the point $x$. The function $f$ is Gâteaux differentiable in $\Omega$ if it is Gâteaux differentiable at each point of $\Omega$.

Let $K$ be a closed subset of $B$ and $f: K \rightarrow \mathbb{R}$. By saying $f$ is Gâteaux differentiable in $K$ we mean that $f$ is Gâteaux differentiable in an open set neighborhood of $K$.

Definition 1.2 ([3]). Let $\Omega$ be an open subset of a real Banach space $B$ and $f: \Omega \rightarrow$ $\mathbb{R}$ be Gâteaux differentiable. The function $f$ is said to be
(i) Pseudoconvex on $\Omega$ if for every pair of points $x, y \in \Omega$, we have

$$
\langle\nabla f(x), y-x\rangle \geq 0 \Rightarrow f(y) \geq f(x)
$$

(ii) Strictly pseudoconvex on $\Omega$ if for every pair of distinct points $x, y \in \Omega$, we have

$$
\langle\nabla f(x), y-x\rangle \geq 0 \Rightarrow f(y)>f(x)
$$

The relation of (strict) pseudoconvexity and (strict) pseudomonotonicity is the following.

Theorem $1.1([19,20])$. Let $\Omega$ be an open convex subset of a real Banach space $B$ and $f: \Omega \rightarrow \mathbb{R}$ be Gateaux differentiable. Then $f$ is (strictly) pseudoconvex on $\Omega$ if and only if $\nabla f: \Omega \rightarrow B^{*}$ is (strictly) pseudomonotone.

We note that if $f: \Omega \rightarrow \mathbb{R}$ is strictly pseudoconvex, then the solution of $\min _{x \in \Omega}$ $f(x)$ is unique provided a solution exists [3].

Definition 1.3. Let $f: B \rightarrow \mathbb{R}$ be a functional. Then an element $u \in B^{*}$ is called a subgradient of $f$ at the point $x \in B$ if $f(x)$ is finite and

$$
\langle u, y-x\rangle \leq f(y)-f(x), \quad \forall y \in B .
$$

The set of all subgradients of $f$ at $x$ is called the subdifferential of $f$ at $x$ and is denoted by $\partial f(x)$. That is,

$$
\partial f(x)=\left\{u \in B^{*}:\langle u, y-x\rangle \leq f(y)-f(x)\right\}, \quad \forall y \in B,
$$

and therefore the subdifferential of $f$ is the point-to-set map $\partial f: x \mapsto \partial f(x)$ from $B$ to $B^{*}$.

Lemma 1.1 ([52]). Let $(X,\|\cdot\|)$ be a normed vector space and $\mathscr{H}$ be a Hausdorff metric on the collection $C B(X)$ of all nonempty, closed, and bounded subsets of $X$, which is defined as

$$
\mathscr{H}(U, V)=\max \left\{\sup _{u \in U} \inf _{v \in V}\|u-v\|, \sup _{v \in V} \inf _{u \in U}\|u-v\|\right\}
$$

for $U$ and $V$ in $C B(X)$, where the metric $d$ is induced by $d(u, v)=\|u-v\|$. If $U$ and $V$ are compact sets in $X$, then for each $u \in U$, there exists $v \in V$ such that

$$
\|u-v\| \leq \mathscr{H}(U, V)
$$

Let $D$ be a nonempty subset of a topological vector space $X$. A point-to-set map $G: D \rightarrow 2^{X}$ is called a KKM map if for each finite subset $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq D$,

$$
\operatorname{co}\left\{x_{1}, \ldots, x_{n}\right\} \subseteq \bigcup_{i=1}^{n} G\left(x_{i}\right)
$$

where $\operatorname{co}\left\{x_{1}, \ldots, x_{2}\right\}$ denotes the convex hull of $\left\{x_{1}, \ldots, x_{n}\right\}$.
Lemma 1.2 ([11]). Let $D$ be an arbitrary nonempty subset of a Hausdorff topological vector space $X$. Let the point-to-set map $G: D \rightarrow 2^{X}$ be a KKM map such that $G(x)$ is closed for all $x \in D$ and is compact for at least one $x \in D$. Then $\cap_{x \in D} G(x) \neq \emptyset$.

### 1.3 Equivalence of Nonlinear Complementarity Problems and Least-Element Problems

Given are a closed convex cone $K \subseteq B, T: K \rightarrow B^{*}$ and $f: K \rightarrow \mathbb{R}$ whose special properties do not concern us for the moment. We denote by $\mathscr{F}$ the feasible set of $T$ with respect to $K$; that is,

$$
\mathscr{F}=\left\{x \in B: x \in K \text { and } T(x) \in K^{*}\right\} .
$$

In this section, we consider the following problems.
(I) Nonlinear program : For a given $u \in B^{*}$, find $x \in \mathscr{F}$ such that

$$
\langle u, x\rangle=\min _{y \in \mathscr{F}}\langle u, y\rangle .
$$

(II) Least-element problem : Find $x \in \mathscr{F}$ such that

$$
x \leq y, \quad \forall y \in \mathscr{F} .
$$

(III) Complementarity problem : Find $x \in \mathscr{F}$ such that

$$
\langle u, x\rangle=0 .
$$

(IV) Variational inequality problem : Find $x \in K$ such that

$$
\langle T(x), y-x\rangle \geq 0, \quad \forall y \in K
$$

(V) Unilateral minimization problem : Find $x \in K$ such that

$$
f(x)=\min _{y \in K} f(y) .
$$

The equivalence of (I) and (II) on the one hand, and among (III), (IV), and (V) is well known; see, for example [18, 28]. The purpose of this section is to investigate suitable conditions under which these five problems are equivalent.

Definition 1.4 ([28]). Let $B$ be a Banach space that is also a vector lattice with positive cone $K$; let $T: K \rightarrow B^{*}$ be a mapping. Then $T$ is called a Z-map relative to $K$ if for any $x, y, z \in K$,

$$
\langle T(x)-T(y), z\rangle \leq 0, \quad \text { whenever }(x-y) \wedge z=0 .
$$

In the case where $T$ is linear, Definition 1.4 reduces to the definition of condition $Z$ in [10]. In the case where $B=\mathbb{R}^{n}$ and $K$ is the nonnegative orthant, $T$ is a $Z$-map relative to $K$ if and only if it is off-diagonally antitone in the sense of [27].

Definition 1.5 ( $[\mathbf{1 8}, \mathbf{2 0}, \mathbf{2 8}])$. Let $B$ be a Banach space, $K$ a nonempty convex subset of $B$, and $T: K \rightarrow B^{*}$ a mapping. Then $T$ is called
(i) Pseudomonotone if for any $x, y \in K$,

$$
\langle T(y), x-y\rangle \geq 0 \quad \text { implies } \quad\langle T(x), x-y\rangle \geq 0
$$

(ii) Strictly pseudomonotone if for any distinct points $x, y \in K$

$$
\langle T(y), x-y\rangle \geq 0 \quad \text { implies } \quad\langle T(x), x-y\rangle>0
$$

(iii) Hemicontinuous if it is continuous on the line segments in $K$ with respect to weak ${ }^{*}$ topology in $B^{*}$; that is, for any fixed $x, y, z \in K$, the function

$$
t \mapsto\langle T(x+t y), z\rangle, \quad 0 \leq t \leq 1
$$

is continuous
(iv) Positive at infinity if for any $x \in K$, there exists a positive real number $\rho(x)$ such that $\langle T(y), y-x\rangle>0$ for every $y \in K$ such that $\|y\| \geq \rho(x)$.

Lemma 1.3 ([30]). Let $K$ be a convex cone in a Banach space B and $T: K \rightarrow B^{*}$ be (strictly) pseudomonotone. Then for each fixed $z \in K$, the operator $T_{z}: K \rightarrow 2^{B^{*}}$ defined by

$$
T_{z}(x)=T(x+z), \quad \forall x \in K
$$

is also (strictly) pseudomonotone.
Proof. For any $x, y \in K$, suppose that $\left\langle T_{z}(y), x-y\right\rangle \geq 0$. Then $\langle T(y+z), x-y\rangle$ $\geq 0$, from which it follows that $\langle T(y+z),(x+z)-(y+z)\rangle \geq 0$. Because $T$ is pseudomonotone, we have

$$
\langle T(x+z),(x+z)-(y+z)\rangle \geq 0
$$

and hence

$$
\left\langle T_{z}(x), x-y\right\rangle \geq 0 .
$$

Therefore, $T_{z}$ is also pseudomonotone. The case where $T$ is strictly pseudomonotone can be dealt with by a similar argument.

We need the following result to derive the equivalence of problems (I)-(V) under suitable conditions.

Theorem 1.2. Let $K$ be a nonempty, closed, bounded convex subset of a reflexive Banach space B and let $T: K \rightarrow B^{*}$ be weakly pseudomonotone and hemicontinuous. Then there exist $x \in K$ such that

$$
\langle T(x), y-x\rangle \geq 0, \quad \forall y \in K
$$

Furthermore, if in addition $T$ is strictly pseudomonotone, the solution is unique.
Theorem 1.2 is an extension of classical existence results for variational inequalities due to $[4,13]$. By employing Theorem 1.2, we obtain the following result for perturbed variational inequalities.

Proposition 1.2 ([30]). Let $K$ be a nonempty, closed, convex cone in a reflexive Banach space B, and $T: K \rightarrow B^{*}$ be pseudomonotone, hemicontinuous, and positive at infinity. Then for each fixed $z \in K$, there exist $x \in K$ such that

$$
\begin{equation*}
\langle T(x+z), y-x\rangle \geq 0, \quad \forall y \in K \tag{1.1}
\end{equation*}
$$

If, in addition, $T$ is strictly pseudomonotone, then for each $z \in K$, (1.1) has a unique solution.

Proof. For each $z \in K$, we define $T_{z}: K \rightarrow B^{*}$ by

$$
T_{z}(x)=T(x+z), \quad \forall x \in K
$$

Then obviously, $T_{z}$ is hemicontinuous.

By Lemma $1.2, T_{z}$ is also pseudomonotone. Let $\rho=\|z\|+\rho(z)$, where $\rho(z)$ is defined as in the definition of positive at infinity. Let

$$
D=\{y+z: y \in K,\|y\| \leq \rho\},
$$

which is a closed, bounded, convex subset of a reflexive Banach space $B$. Then by Theorem 1.2, there exist $x \in K$ with $\|x\| \leq \rho$ such that

$$
\begin{equation*}
\left\langle T_{z}(x), y-x\right\rangle \geq 0, \quad \forall y \in K \quad \text { with }\|y\| \leq \rho . \tag{1.2}
\end{equation*}
$$

We note that $\|x\|<\rho$. Suppose that $\|x\|=\rho$; then

$$
\|x+z\| \geq\|x\|-\|z\|=\rho(z) .
$$

$T$ is positive at infinity, thus we have

$$
\langle T(x+z), x\rangle>0
$$

or

$$
\begin{equation*}
\left\langle T_{z}(x), x\right\rangle>0 . \tag{1.3}
\end{equation*}
$$

On the other hand, letting $y=0$ in (1.2), we have

$$
\left\langle T_{z}(x), x\right\rangle \leq 0,
$$

which is a contradiction of (1.3). Therefore, $\|x\|<\rho$ and by standard technique it can be shown that $x$ is indeed a solution of (1.1).

If, in addition, $T$ is strictly pseudomonotone, then by Lemma $1.3, T_{z}$ is also strictly pseudomonotone. Consequently, the solution is unique.

In the remaining part of this section, we assume that $B$ is a real Banach space and $K$ is a closed convex cone of $B$, and, whenever the ordering induced by $K$ is mentioned, $(B, \leq)$ is a vector lattice.

Now we establish the equivalence of problems (I)-(V) under suitable conditions.
Proposition 1.3 ([30]). Let $T: K \rightarrow B^{*}$ be the Gâteaux derivative of $f: K \rightarrow \mathbb{R}$. Then any solution of $(\mathrm{V})$ is also a solution of (IV). If in addition, $T$ is pseudomonotone, then, conversely, any solution of (IV) is also a solution of (V).

Proposition 1.4 ([18, Lemma 3.1]). Let $T: K \rightarrow B^{*}$. Then $x$ is a solution of (III) if and only if it is a solution of (IV).

Proposition 1.5 ([30]). Suppose that $T: K \rightarrow B^{*}$ is strictly pseudomonotone and a Z-map relative to $Z$. Then any solution of (IV) is also a solution of (II).

Proposition 1.6 ([18, Lemma 3.1]). Let $T: K \rightarrow B^{*}$ and $u \in K^{*}$. Then any solution of (II) is a solution of (I).

Proposition 1.7 ([30]). Let B be a reflexive Banach space. Assume that $T: K \rightarrow B^{*}$ is a Z-map relative to $K$, strictly pseudomonotone, hemicontinuous, and positive at
infinity. Then the feasible set $\mathscr{F}=\left\{x \in B: x \in K\right.$ and $\left.T(x) \in K^{*}\right\}$ is a $\wedge$-sublattice; that is, $x \in \mathscr{F}$ and $y \in \mathscr{F}$ imply $x \wedge y \in \mathscr{F}$.

Proposition 1.8 ([30]). Let B be a reflexive Banach space. Assume that $T: K \rightarrow B^{*}$ is a Z-map relative to $K$, strictly pseudomonotone, hemicontinuous, and positive at infinity. Let $u \in K^{*}$ be strictly positive. Then Problem (I) corresponding to $u$ has at most one solution, and any solution of (I) is also a solution of (II).

By combining Propositions 1.3 and 1.5-1.7, we have the following main result of this section.

Theorem 1.3. Let $K$ be a closed convex cone in a reflexive Banach space $B$ such that $B$ is a vector lattice with respect to the order $\leq$ induced by $K$. Let $T: K \rightarrow B^{*}$ be a Z-map relative to $K$, strictly pseudomonotone, hemicontinuous, and positive at infinity. If $u \in K^{*}$ is a strictly positive element, then there exists $x \in \mathscr{F}$ which is a solution of problems (I)-(IV). Moreover, the solution x is unique. If T is the Gâteaux derivative of $f: K \rightarrow \mathbb{R}$, then $x$ is also a unique solution of problem $(\mathrm{V})$.

Corollary 1.1. Let $K$ be a closed convex cone in a reflexive Banach space B such that $B$ is a vector lattice with respect to the order $\leq$ induced by $K$. Let $T: K \rightarrow B^{*}$ be a Z-map relative to $K$, strongly pseudomonotone and hemicontinuous. If $u \in K^{*}$ is a strictly positive element, then there exists $x \in \mathscr{F}$ which is a solution of problems (I)-(IV). Moreover, the solution $x$ is unique. If $T$ is the Gâteaux derivative of $f$ : $K \rightarrow \mathbb{R}$, then $x$ is also a unique solution of problem $(\mathrm{V})$.

The following example illustrates that the extension of Riddell's result is not empty.

Example 1.1. Let $B=\mathbb{R}^{n}$ with the Euclidean norm. Then $B^{*}=\mathbb{R}^{n}$. The pairing between $x=\left(x_{1}, \ldots, x_{n}\right) \in B$ and $u=\left(u_{1}, \ldots, u_{n}\right) \in B^{*}$ is given by

$$
\langle u, x\rangle=\sum_{i=1}^{n} u_{i} x_{i} .
$$

Let $K$ be the nonnegative orthant. Then $K^{*}=K$ and the reduced ordering makes $B$ a vector lattice with

$$
x \wedge y=\left(z_{1}, \ldots, z_{n}\right), \quad z_{i}=\min \left\langle y_{i}, x_{i}\right\rangle .
$$

Let $T:[0, \infty) \rightarrow \mathbb{R}$ be defined as $T(x)=2+(1 / 10) x+\sin x$ for $x \geq 0$. Then it can be checked that $T$ is strictly pseudomonotone and a $Z$-map relative to $[0 . \infty) . T$ is also positive at infinity. Note that $T$ is not monotone because $\langle T(x)-T(y), x-y\rangle<0$ for $x=(3 / 2) \pi$ and $y=0$.

### 1.4 Equivalence Between Variational-Like Inequality Problem and Least-Element Problem

Let $B$ be a real Banach space with norm $\|\cdot\|$ and dual $B^{*}$. Let $K \subset B$ be a nonempty convex subset, $f: K \rightarrow B^{*}$ be a single-valued mapping, and $\varphi: K \rightarrow \mathbb{R}$ be a convex functional. For a given mapping $\eta: K \times K \rightarrow B$, we consider the following variational-like inequality problem of finding $x^{*} \in K$ such that

$$
\begin{equation*}
\left\langle f\left(x^{*}\right), \eta\left(x, x^{*}\right)\right\rangle \geq F\left(x^{*}\right)-F(x), \quad \text { for all } x \in K . \tag{1.4}
\end{equation*}
$$

If $B=H$ is a real Hilbert space, $K=H, \eta(x, y)=x-y$ for all $x, y \in H, f: H \rightarrow H$ is a single-valued mapping, and $F: H \rightarrow \mathbb{R}$ is a linear continuous functional, then the problem (1.4) reduces to the following variational inequality problem. Find $x^{*} \in K$ such that

$$
\begin{equation*}
\left\langle f\left(x^{*}\right), x-x^{*}\right\rangle \geq F\left(x^{*}\right)-F(x), \quad \text { for all } x \in K \tag{1.5}
\end{equation*}
$$

If $F \equiv 0$, then the problem (1.4) reduces to the following variation-like inequality problem: Find $x^{*} \in K$ such that

$$
\begin{equation*}
\left\langle f\left(x^{*}\right), \eta\left(x, x^{*}\right)\right\rangle \geq 0, \quad \text { for all } x \in K \tag{1.6}
\end{equation*}
$$

The problem (1.6) is studied in the setting of finite-dimensional Eucludian space in [26] and infinite-dimensional spaces in [31].

If $K \subset B$ is a closed convex cone, and $\eta(x, y)=x-y$ for all $x, y \in K$, then the problem (1.4) reduces to the variational inequality problem: find $x^{*} \in K$ such that

$$
\begin{equation*}
\left\langle f\left(x^{*}\right), x-x^{*}\right\rangle \geq F\left(x^{*}\right)-F(x), \quad \text { for all } x \in K . \tag{1.7}
\end{equation*}
$$

In order to study the $F$-complementarity problem, Yin, Xu, and Zhang [34] introduced and considered the problem (1.7), and established the equivalence between problem (1.7) and the $F$-complementarity problem in the case when $F: K \rightarrow \mathbb{R}$ is positively homogeneous. More precisely, let $B$ be a real Banach space and $B^{*}$ the dual space. Let $K$ be a closed convex cone in $B, f: K \rightarrow B^{*}$ and $F: K \rightarrow \mathbb{R}$. The $F$-complementarity problem is to find $x^{*} \in K$ such that

$$
\left\langle x^{*}, f\left(x^{*}\right)\right\rangle+F\left(x^{*}\right)=0 \quad \text { and } \quad\left\langle x, f\left(x^{*}\right)\right\rangle+F(x) \geq 0, \quad \text { for all } x \in K .
$$

Furthermore, by virtue of the existence of solutions of problem (1.7), they studied the equivalence between the $F$-complementarity problem and the least element problem.

In this section, we establish the existence results for solutions of variational-like inequality problems in the case when $K \subset B$ is a nonempty closed convex subset containing zero. Furthermore, we prove that the feasible sets of problem (1.4) are $\wedge$-sublattices in the vector lattice. Moreover, we investigate the equivalence between problem (1.4) and the least element problems. The results of this section improve and generalize the results of Yin et al. [34] by extending the variational inequality
problem (1.7) in [34] to the variational-like inequality problem (1.4). In addition, these results also generalize and extend the corresponding results in [26, 28, 30].

We give some notations and definitions that are used in the rest of this section.
Definition 1.6. Let $f: K \rightarrow B^{*}$ and $\eta: K \times K \rightarrow B$. $f$ is said to be $\eta$-hemicontinuous on $K$ if for every fixed $x, y \in K$, the function

$$
t \mapsto\langle f(x+t(y-x)), \eta(y, x)\rangle
$$

is continuous at $0^{+}$. In particular, if $\eta(x, y)=x-y$ for all $x, y \in K$, then $f$ is said to be hemicontinuous on $K$.

Definition 1.7. Let $f: K \rightarrow B^{*}$ and $\eta: K \times K \rightarrow B$. Let $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a nonnegative function and $F: K \rightarrow \mathbb{R}$ be a convex functional.
(i) $f$ is said to be strictly $\eta-\alpha$-monotone on $K$ if for each $x, y \in K$ and $x \neq y$,

$$
\langle f(x)-f(y), \eta(x, y)\rangle>\alpha(\|x-y\|)
$$

In the case where $\alpha(t)=0, f$ is said to be strictly $\eta$-monotone on $K$. In particular, if $\eta(x, y)=x-y$ for all $x, y \in K$, then $f$ is said to be strictly $\alpha$-monotone on $K$.
(ii) $f$ is said to be $\eta-F$-pseudomonotone on $K$ if for each $x, y \in K$ and $x \neq y$,

$$
\langle f(y), \eta(x, y)\rangle \geq F(y)-F(x) \Longrightarrow\langle f(x), \eta(x, y)\rangle \geq F(y)-F(x) .
$$

In particular, if $\eta(x, y)=x-y$ for all $x, y \in K$, then $f$ is said to be $F$-pseudomonotone on $K$.
(iii) $f$ is said to be strictly $\eta-F$-pseudomonotone on $K$ if for each $x, y \in K$,

$$
\langle f(y), \eta(x, y)\rangle \geq F(y)-F(x) \Longrightarrow\langle f(x), \eta(x, y)\rangle>F(y)-F(x) .
$$

In particular, if $\eta(x, y)=x-y$ for all $x, y \in K$, then $f$ is said to be strictly $F$-pseudomonotone on $K$.
(iv) $f$ is said to satisfy the $\eta$-coercive condition with respect to $F$ if for any given $y \in K$, there exists a positive number $\rho(y)$ such that

$$
\langle f(x+y), \eta(x, 0)\rangle+F(x)>F(0)
$$

for all $x \in K$ with $\|x\|=\rho(y)$. In particular, if $\eta(x, y)=x-y$ for all $x, y \in K$, then $f$ is said to satisfy the coercive condition with respect to $F$.

It is clear that strictly $\eta-\alpha$-monotone $\Rightarrow$ strictly $\eta$-monotone $\Rightarrow$ strictly $\eta$ -$F$-pseudomonotone $\Rightarrow \eta-F$-pseudomonotone.

Remark 1.2. If $\eta(x, y)=x-y$ for all $x, y \in K$, then Definitions 1.6 and 1.7 reduce to Definitions 2.1 and 2.2 in Yin, Xu, and Zhang [34], respectively. Definition 1.6 with $\eta(x, y)=x-y$ was previously introduced by Riddell [28].

Definition 1.8 ([34]). Let $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a nonnegative function and $F: K \rightarrow \mathbb{R}$ a functional, where $K+K \subset K . F$ is said to be $\alpha$-bounded on $K$ if for each $x, y \in K$,

$$
F(x)+F(y)-F(x+y) \leq \min \{\alpha(\|x\|), \alpha(\|y\|)\} .
$$

Throughout this section, unless otherwise specified, we assume that $B$ is a real Banach space and that $K \subset B$ is a nonempty, closed, convex subset containing zero.

Theorem 1.4 ([36]). Let $B$ be a reflexive Banach space, and $F: K \rightarrow \mathbb{R}$ a lower semicontinuous and convex functional. Let $f: K \rightarrow B^{*}$ be an $\eta$-hemicontinuous and $\eta$-F-pseudomonotone mapping, where $\eta: K \times K \rightarrow B$ has the properties:
(i) $\eta(x, y)+\eta(y, x)=0$ for all $x, y \in K$.
(ii) $\eta(\cdot, \cdot)$ is affine in the first variable.
(iii) For each fixed $y \in K, x \mapsto \eta(y, x)$ is sequentially continuous from the strong topology to the weak topology.

Assume that there exists a positive number $r>0$ such that

$$
\begin{equation*}
\langle f(x), \eta(x, 0)\rangle+F(x)>F(0), \quad \text { for all } x \in K \text { with }\|x\|=r . \tag{1.8}
\end{equation*}
$$

Then the variational-like inequality problem (1.4) has a solution in K. In particular, if $f$ is strictly $\eta-F$-pseudomonotone, then the solution is unique.

As consequences of Theorem 1.4, we immediately obtain the following corollaries.

Corollary 1.2 ([34, Theorem 3.1]). Let $B$ be a reflexive Banach space, and $F: K \rightarrow \mathbb{R}$ a lower semicontinuous and convex functional. Let $f: K \rightarrow B^{*}$ be a hemicontinuous and $F$-pseudomonotone mapping. If there exists a positive number $r>0$ such that

$$
\langle f(x), x\rangle+F(x)>F(0), \quad \text { for all } x \in K \text { with }\|x\|=r
$$

then the variational inequality problem (1.7) has a solution in $K$. In particular, if $f$ is strictly $F$-pseudomonotone on $K$, then the solution is unique.

Corollary 1.3 ([34, Corollary 3.2]). Let $B$ be a reflexive Banach space, and $F: K \rightarrow \mathbb{R}$ a lower semicontinuous and convex functional. Let $f: K \rightarrow B^{*}$ be a hemicontinuous and strictly monotone mapping. If $f$ satisfies the coercive condition with respect to $F$, then for any given $z \in K$, there exists a unique element $x^{*} \in K$ such that

$$
\left\langle x-x^{*}, f\left(x^{*}+z\right)\right\rangle \geq F\left(x^{*}\right)-F(x), \quad \text { for all } x \in K .
$$

Following the idea of Yin, Xu , and Zhang [34], we define the feasible set of the variational-like inequality problem (1.4) as follows,

$$
\mathscr{D}=\{w \in K:\langle f(w), \eta(u, u \wedge w)\rangle+F(u-u \wedge w) \geq 0 \text { for all } u \in K\} .
$$

In particular, if $\eta(x, y)=x-y$ for all $x, y \in K$, then the feasible set of the variationallike inequality problem (1.4) reduces to that of the variational inequality problem (1.7); that is,

$$
\mathscr{D}=\{x \in K:\langle f(x), y-y \wedge x\rangle+F(y-y \wedge x) \geq 0 \text { for all } u \in K\} .
$$

Definition 1.9. Let $(B, \leq)$ be a vector lattice. A function $f: K \rightarrow B^{*}$ is said to be an $\eta-Z$-mapping on $K$ if for each $u, v, w \in K$,

$$
v \wedge(w-u)=0 \Rightarrow\langle f(w)-f(u), \eta(u+v, u)\rangle \leq 0 .
$$

In particular, if $\eta(x, y)=x-y$ for all $x, y \in K$, then $f$ is said to be a Z-mapping on $K$.

Theorem 1.5 ([36]). Let B be a reflexive Banach space, and ( $B, \leq$ ) a vector lattice. Let $F: K \rightarrow \mathbb{R}$ be a functional and $f: K \rightarrow B^{*}$ an $\eta-Z$-mapping, where $\eta: K \times K \rightarrow B$ is a mapping such that $\eta(x, y)+\eta(y, x)=0$ for all $x, y \in K$. Assume that the following conditions are satisfied.
(i) There exists a nonnegative function $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that
(a) $f$ is strictly $\eta-\alpha$-monotone on $K$.
(b) $F$ is $\alpha$-bounded on $K$.
(ii) For any given $z \in K$, there exists $x^{*} \in K$ such that

$$
\left\langle f\left(x^{*}+z\right), \eta\left(u, u \wedge z+x^{*}\right)\right\rangle \geq F\left(x^{*}\right)-F(u-u \wedge z) \quad \text { for all } u \in K .
$$

If the feasible set $\mathscr{D}$ of the variational-like inequality problem (1.4) is nonempty, then $\mathscr{D}$ is $a \wedge$-sublattice of $B$.

Corollary 1.4 ([36]). Let $B$ be a reflexive Banach space, and $(B, \leq)$ a vector lattice. Let $F: K \rightarrow \mathbb{R}$ be a lower semicontinuous and convex functional, $f: K \rightarrow B^{*} a$ hemicontinuous Z-mapping, and $f$ satisfies the coercive condition with respect to $F$. Assume that there exists a nonnegative function $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that
(i) $f$ is strictly $\alpha$-monotone on $K$.
(ii) $F$ is $\alpha$-bounded on $K$.

If the feasible set $\mathscr{D}$ of the variational inequality problem (1.7) is nonempty, then $\mathscr{D}$ is $a \wedge$-sublattice of $B$.

Theorem 1.6 ([36]). Let $B$ be a reflexive Banach space and $(B, \leq)$ be a vector lattice. Let $F: K \rightarrow \mathbb{R}$ be a functional and $f: K \rightarrow B^{*}$ an $\eta-Z$-mapping, where $\eta: K \times K \rightarrow B$ is a mapping such that $\eta(x, y)+\eta(y, x)=0$ for all $x, y \in K$. Assume that there exists a nonnegative function $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that the condition (i) in Theorem 10.20 is satisfied. If the variational-like inequality problem (1.4) has a solution $x^{*}$ in the feasible set $\mathscr{D}$, then $x^{*}$ is the least element of $\mathscr{D}$.

Corollary 1.5 ([36]). Let $(B, \leq)$ be a vector lattice. Let $F: K \rightarrow \mathbb{R}$ be a positively homogeneous and convex functional, and $f: K \rightarrow B^{*}$ a Z-mapping. Assume that there exists a nonnegative function $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that the conditions (i) and (ii) in Corollary 10.5 are satisfied. If the variational inequality problem (1.7) has a solution $x^{*}$ in $K$, then $x^{*}$ is the least element of $\mathscr{D}$.

Now, from Theorems 1.4-1.6 we immediately obtain the following result.
Theorem 1.7 ([36]). Let $B$ be a reflexive Banach space, and $(B, \leq)$ a vector lattice. Assume that the following conditions are satisfied.
(i) $F: K \rightarrow \mathbb{R}$ is a lower semicontinuous and convex functional.
(ii) $f: K \rightarrow B^{*}$ is an $\eta$-semicontinuous $\eta$-Z-mapping, where $\eta: K \times K \rightarrow B$ has the following properties.
(a) $\eta(x, y)+\eta(y, x)=0$ for all $x, y \in K$.
(b) $\eta(\cdot, \cdot)$ is affine in the first variable.
(c) For each fixed $y \in K, x \mapsto \eta(y, x)$ is sequentially continuous from the strong topology to the weak topology.
(iii) There exists a positive number $r>0$ such that

$$
\langle\eta(x, 0), f(x)\rangle+F(x)>F(0), \quad \text { for all } x \in K \text { with }\|x\|=r .
$$

(iv) There exists a nonnegative function $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that
(a) $f$ is strictly $\eta-\alpha$-monotone on $K$.
(b) $F$ is $\alpha$-bounded on $K$.
(v) For any given $z \in K$, there exists $x^{*} \in K$ satisfying the following inequality.

$$
\left\langle f\left(x^{*}+z\right), \eta\left(u, u \wedge z+x^{*}\right)\right\rangle \geq F\left(x^{*}\right)-F(u-u \wedge z), \quad \text { for all } u \in K
$$

Then the variational-like inequality problem (1.4) has a unique solution $x^{*}$ in $K$. In particular, if this solution $x^{*}$ lies in $\mathscr{D}$, then $\mathscr{D}$ is $a \wedge$-sublattice of $B$, and $x^{*}$ is the least element of $\mathscr{D}$.

Finally, from Corollaries 1.3, 1.4, and 1.5 we immediately have the following corollary.

Corollary 1.6 ([36]). Let $B$ be a reflexive Banach space, and $(B, \leq)$ a vector lattice. Assume that the following conditions are satisfied.
(i) $F: K \rightarrow \mathbb{R}$ is a lower semicontinuous, positively homogeneous and convex functional.
(ii) $f: K \rightarrow B^{*}$ is a semicontinuous Z-mapping.
(iii) $f$ satisfies the coercive condition with respect to $F$.
(iv) There exists a nonnegative function $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that
(a) $f$ is strictly $\alpha$-monotone on $K$.
(b) $F$ is $\alpha$-bounded on $K$.

Then the variational inequality problem (1.7) has a unique solution $x$ * in the feasible set $\mathscr{D}$ of itself, $\mathscr{D}$ is a $\wedge$-sublattice of $B$, and $x^{*}$ is the least element of $\mathscr{D}$.

### 1.5 Equivalence Between Extended Generalized Complementarity Problems and Generalized Least-Element Problem

In this section, we extend the formulations and results of Section 1.3 for set-valued maps.

Given is a closed convex cone $K \subseteq B$ and $T: K \rightarrow 2^{B^{*}}$, where $2^{B}$ is the family of all nonempty subsets of $B$. We denote by $\mathscr{F}$, the feasible set of $T$ with respect to $K$; that is,

$$
\mathscr{F}=\left\{x \in B: x \in K \text { and } T(x) \cap K^{*} \neq \emptyset\right\} .
$$

We consider the following problems.
(I) Generalized nonlinear program: For a given $u \in B^{*}$, find $x \in \mathscr{F}$ such that

$$
\langle u, x\rangle=\min _{y \in \mathscr{F}}\langle u, y\rangle .
$$

(II) Generalized least-element problem: Find $x \in \mathscr{F}$ such that

$$
x \leq y, \quad \forall y \in \mathscr{F} .
$$

(III) Extended generalized complementarity problem: Find $x \in K$ and $u \in T(x) \cap K^{*}$ such that

$$
\langle u, x\rangle=0 .
$$

(IV) Generalized variational inequality problem: Find $x \in K$ and $u \in T(x)$ such that

$$
\langle u, y-x\rangle \geq 0, \quad \forall y \in K
$$

The equivalence of (III) and (IV) has been studied by Saigal [29]. The main object of this section is to investigate suitable conditions under which these four problems are equivalent.

Definition 1.10. Let $B$ be a Banach space that is also a vector lattice with positive cone $K$; let $T: K \rightarrow 2^{B^{*}}$ be a point-to-set map. Then $T$ is called
(i) $Z$-map relative to $K$ if for any $x, y, z \in K$,

$$
\langle u-v, z\rangle \leq 0, \quad \forall u \in T(x) \quad \text { and } \quad v \in T(y), \quad \text { whenever }(x-y) \wedge z=0
$$

(ii) Monotone if for any $x, y \in K$,

$$
\langle u-v, x-y\rangle \geq 0, \quad \forall u \in T(x) \quad \text { and } \quad v \in T(y)
$$
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