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Preface

The human visual system is able to visually recognise and interpret object be-
haviours under different conditions. Yet, the goal of building computer vision based
recognition systems with comparable capabilities has proven to be very difficult to
achieve. Computational modelling and analysis of object behaviours through visual
observation is inherently ill-posed. Many would argue that our cognitive understand-
ing remains unclear about why we associate certain semantic meanings with specific
object behaviours and activities. This is because meaningful interpretation of a be-
haviour is subject to the observer’s a priori knowledge, which is at times rather
ambiguous. The same behaviour may have different semantic meanings depending
upon the context within which it is observed. This ambiguity is exacerbated when
many objects are present in a scene. Can a computer based model be constructed
that is able to extract all necessary information for describing a behaviour from vi-
sual observation alone? Do people behave differently in the presence of others, and
if so, how can a model be built to differentiate the expected normal behaviours from
those of abnormality? Actions and activities associated with the same behavioural
interpretation may be performed differently according to the intended meaning, and
different behaviours may be acted in a subtly similar way. The question arises as
to whether these differences can be accurately measured visually and robustly com-
puted consistently for meaningful interpretation of behaviour.

Visual analysis of behaviour requires not only to solve the problems of object de-
tection, segmentation, tracking, motion trajectory analysis, but also the modelling of
context information and utilisation of non-sensory knowledge when available, such
as human annotation of input data or relevance feedback to output signals. Visual
analysis of behaviour faces two fundamental challenges in computational complex-
ity and uncertainty. Object behaviours in general exhibit complex spatio-temporal
dynamics in a highly dynamical and uncertain environment, for instance, human
activities in a crowded public space. Segmenting and modelling human actions and
activities in a visual environment is inherently ill-posed, as information processing
in visual analysis of behaviour is subject to noise, incompleteness and uncertainty in
sensory data. Whilst these visual phenomena are difficult to model analytically, they
can be probabilistically modelled much more effectively through statistical machine
learning.
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viii Preface

Despite these difficulties, it is compelling that one of the most significant devel-
opments in computer vision research over the last 20 years has been the rapidly
growing interest in automatic visual analysis of behaviour in video data cap-
tured from closed-circuit television (CCTV) systems installed in private and public
spaces. The study of visual analysis of behaviour has had an almost unique impact
on computer vision and machine learning research at large. It raises many chal-
lenges and provides a testing platform for examining some difficult problems in
computational modelling and algorithm design. Many of the issues raised are rel-
evant to dynamic scene understanding in general, multivariate time series analysis
and statistical learning in particular.

Much progress has been made since the early 1990s. Most noticeably, statistical
machine learning has become central to computer vision in general, and to visual
analysis of behaviour in particular. This is strongly reflected throughout this book as
one of the underlying themes. In this book, we study plausible computational models
and tractable algorithms that are capable of automatic visual analysis of behaviour
in complex and uncertain visual environments, ranging from well-controlled private
spaces to highly crowded public scenes. The book aims to reflect the current trends,
progress and challenges on visual analysis of behaviour. We hope this book will not
only serve as a sampling of recent progress but also highlight some of the challenges
and open questions in automatic visual analysis of object behaviour.

There is a growing demand by both governments and commerce worldwide for
advanced imaging and computer vision technologies capable of automatically se-
lecting and identifying behaviours of objects in imagery data captured in both public
and private spaces for crime prevention and detection, public transport management,
personalised healthcare, information management and market studies, asset and fa-
cility management. A key question we ask throughout this book is how to design
automatic visual learning systems and devices capable of extracting and mining
salient information from vast quantity of data. The algorithm design characteris-
tics of such systems aim to provide, with minimum human intervention, machine
capabilities for extracting relevant and meaningful semantic descriptions of salient
objects and their behaviours for aiding decision-making and situation assessment.

There have been several books on human modelling and visual surveillance over
the years, including Face Detection and Gesture Recognition for Human-Computer
Interaction by Yang and Ahuja (2001); Analyzing Video Sequences of Multiple Hu-
mans by Ohya, Utsumi and Yamato (2002); A Unified Framework for Video Summa-
rization, Browsing and Retrieval: with Applications to Consumer and Surveillance
Video by Xiong, Radhakrishnan, Divakaran, Rui and Huang (2005); Human Identi-
fication based on Gait by Nixon, Tan and Chellapa (2005); and Automated Multi-
Camera Surveillance by Javed and Shah (2008). There are also a number of books
and edited collections on behaviour studies from cognitive, social and psychological
perspectives, including Analysis of Visual Behaviour edited by Ingle, Goodale and
Mansfield (1982); Hand and Mind: What Gestures Reveal about Thought by Mc-
Neill (1992); Measuring Behaviour by Martin (1993); Understanding Human Be-
haviour by Mynatt and Doherty (2001); and Understanding Human Behaviour and
the Social Environment by Zastrow and Kirst-Ashman (2003). However, there has
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been no book that provides a comprehensive and unified treatment of visual analysis
of behaviour from a computational modelling and algorithm design perspective.

This book has been written with an emphasis on computationally viable ap-
proaches that can be readily adopted for the design and development of intelligent
computer vision systems for automatic visual analysis of behaviour. We present
what is fundamentally a computational algorithmic approach, founded on recent
advances in visual representation and statistical machine learning theories. This ap-
proach should also be attractive to researchers and system developers who would
like to both learn established techniques for visual analysis of object behaviour, and
gain insight into up-to-date research focus and directions for the coming years. We
hope that this book succeeds in providing such a treatment of the subject useful not
only for the academic research communities, both also the commerce and industry.

Overall, the book addresses a broad range of behaviour modelling problems,
from established areas of human facial expression, body gesture and action anal-
ysis to emerging new research topics in learning group activity models, unsuper-
vised behaviour profiling, hierarchical behaviour discovery, learning behavioural
context, modelling rare behaviours, ‘man-in-the-loop’ active learning of behaviours,
multi-camera behaviour correlation, person re-identification, and ‘connecting-the-
dots’ for global abnormal behaviour detection. The book also gives in depth treat-
ment to some popular computer vision and statistical machine learning techniques,
including the Bayesian information criterion, Bayesian networks, ‘bag-of-words’
representation, canonical correlation analysis, dynamic Bayesian networks, Gaus-
sian mixtures, Gibbs sampling, hidden conditional random fields, hidden Markov
models, human silhouette shapes, latent Dirichlet allocation, local binary patterns,
locality preserving projection, Markov processes, probabilistic graphical models,
probabilistic topic models, space-time interest points, spectral clustering, and sup-
port vector machines.

The computational framework presented in this book can also be applied to mod-
elling behaviours exhibited by many other types of spatio-temporal dynamical sys-
tems, either in isolation or in interaction, and therefore can be beneficial to a wider
range of fields of studies, including Internet network behaviour analysis and profil-
ing, banking behaviour profiling, financial market analysis and forecasting, bioin-
formatics, and human cognitive behaviour studies.

We anticipate that this book will be of special interest to researchers and aca-
demics interested in computer vision, video analysis and machine learning. It should
be of interest to industrial research scientists and commercial developers keen to ex-
ploit this emerging technology for commercial applications including visual surveil-
lance for security and safety, information and asset management, public transport
and traffic management, personalised healthcare in assisting elderly and disabled,
video indexing and search, human computer interaction, robotics, animation and
computer games. This book should also be of use to post-graduate students of com-
puter science, mathematics, engineering, physics, behavioural science, and cogni-
tive psychology. Finally, it may provide government policy makers and commercial
managers an informed guide on the potentials and limitations in deploying intelli-
gent video analytics systems.
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The topics in this book cover a wide range of computational modelling and al-
gorithm design issues. Some knowledge of mathematics would be useful for the
reader. In particular, it would be convenient if one were familiar with vectors and
matrices, eigenvectors and eigenvalues, linear algebra, optimisation, multivariate
analysis, probability, statistics and calculus at the level of post-graduate mathemat-
ics. However, the non-mathematically inclined reader should be able to skip over
many of the equations and still understand much of the content.

Shaogang Gong
Tao Xiang

London, UK
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Part I
Introduction



Chapter 1
About Behaviour

Understanding and interpreting behaviours of objects, and in particular those of hu-
mans, is central to social interaction and communication. Commonly, one consid-
ers that behaviours are the actions and reactions of a person or animal in response
to external or internal stimuli. There is, however, a plethora of wider considera-
tions of what behaviour is, ranging from economical (Simon 1955), organisational
(Rollinson 2004), social (Sherman and Sherman 1930), to sensory attentional such
as visual behaviour (Ingle et al. 1982). Visual behaviour refers to the actions or re-
actions of a sensory mechanism in response to a visual stimulus, for example, the
navigation mechanism of nocturnal bees in dim light (Warrant 2008), visual search
by eye movement of infants (Gough 1962) or drivers in response to their surrounding
environment (Harbluk and Noy 2002). If visual behaviour as a search mechanism
is a perceptual function that scans actively a visual environment in order to focus
attention and seek an object of interest among distracters (Ltti et al. 1998), visual
analysis of behaviour is a perceptual task that interprets actions and reactions of
objects, such as people, interacting or co-existing with other objects in a visual en-
vironment (Buxton and Gong 1995; Gong et al. 2002; Xiang and Gong 2006). The
study of visual analysis of behaviour, and in particular of human behaviour, is the
focus of this book.

Recognising objects visually by behaviour and activity rather than shape and
size plays an important role in a primate visual system (Barbur et al. 1980; Schiller
and Koerner 1971; Weiskrantz 1972). In a visual environment of multiple objects
co-existing and interacting, it becomes necessary to identify objects not only by
their appearance but also by what they do. The latter provides richer information
about objects especially when visual data are spatially ambiguous and incomplete.
For instance, some animals, such as most snakes, have a very poor visual sensing
system, which is unable to capture sufficient visual appearance of objects but very
sensitive to movements for detecting preys and predators. The human visual system
is highly efficient for scanning through large quantity of low-level imagery data and
selecting salient information for a high-level semantic interpretation and gaining
situational awareness.

S. Gong, T. Xiang, Visual Analysis of Behaviour,
DOI 10.1007/978-0-85729-670-2_1, © Springer-Verlag London Limited 2011
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4 1 About Behaviour

1.1 Understanding Behaviour

Since 1970s, the computer vision community has endeavoured to bring about in-
telligent perceptual capabilities to artificial visual sensors. Computer vision aims
to build artificial mechanisms and devices capable of mimicking the sensing capa-
bilities of biological vision systems (Marr 1982). This endeavour is intensified in
recent years by the need for understanding massive quantity of video data, with the
aim to not only comprehend objects spatially in a snapshot but also their spatio-
temporal relations over time in a sequence of images. For understanding a dynam-
ically changing social environment, a computer vision system can be designed to
interpret behaviours from object actions and interactions captured visually in that
environment. A significant driver for visual analysis of behaviour is automated vi-
sual surveillance, which aims to automatically interpret human activities and detect
unusual events that could pose a threat to public security and safety.

If a behaviour is considered the way how an object acts, often in relation to other
objects in the same visual environment, the focus of this book is on visual analysis
of human behaviour and behaviours of object that are manipulated by humans, for
example, vehicles driven by people. There are many interchangeable terms used in
the literature concerning behaviour, including activities, actions, events, and move-
ments. They correspond to different spatial and temporal context within which a
behaviour can be defined. One may consider a behaviour hierarchy of three layers:

1. Atomic actions correspond to instantaneous atomic entities upon which an action
is formed. For example, in a running action, the atomic action could be ‘left leg
moving in front of the right leg’. In a returning action in tennis, it could be ‘swing
right hand’ followed by ‘rotating the upper body’.

2. Actions correspond to a sequence of atomic actions that fulfil a function or pur-
pose. For instance, walking, running, or serving a tennis ball.

3. Activities are composed of sequences of actions over space and time. For exam-
ple, ‘a person walking from a living room to a kitchen to fetch a cup of water’,
or ‘two people playing tennis’. Whilst actions are likely associated with a single
object in isolation, activities are almost inevitably concerned with either interac-
tions between objects, or an object engaging with the surrounding environment.

In general, visual analysis of behaviour is about constructing models and devel-
oping devices for automatic analysis and interpretation of object actions and ac-
tivities captured in a visual environment. To that end, visual analysis of behaviour
focuses on three essential functions:

1. Representation and modelling: To extract and encode visual information from
imagery data in a more concise form that also captures intrinsic characteristics
of objects of interest;

2. Detection and classification: To discover and search for salient, perhaps also
unique, characteristics of certain object behaviour patterns from large quantity
of visual observations, and to discriminate them against known categories of
semantic and meaningful interpretation;
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3. Prediction and association: To forecast future events based on the past and
current interpretation of behaviour patterns, and to forge object identification
through behavioural expectation and trend.

We consider that automated visual analysis of behaviour is information process-
ing of visual data, capable of not only modelling previously observed object be-
haviours, but also detecting, recognising and predicting unseen behavioural patterns
and associations.

1.1.1 Representation and Modelling

A human observer can recognise behaviours of interest directly from visual ob-
servation. This suggests that imagery data embed useful information for semantic
interpretation of object behaviour. Behaviour representation addresses the question
of what information must be extracted from images and in what form, so that ob-
ject behaviour can be understood and recognised visually. The human visual system
utilises various visual cues and contextual information for recognising objects and
their behaviour (Humphreys and Bruce 1989). For instance, the specific stripe pat-
tern and its colour is a useful cue for human to recognise a tiger and distinguish it
from other cats, such as lions. Similarly, the movement as well as posture of a tiger
can reveal its intended action: running, walking, or about to strike. It is clear that
different sources and types of visual information need be utilised for modelling and
understanding object behaviour.

A behaviour representation needs to accommodate both cumulative and tempo-
ral information about an object. In order to recognise an object and its behaviour,
the human visual system relates any visual stimuli falling on to the retina to a set
of knowledge and expectation about the object under observation: how it should
look like and how it is supposed to behave (Gregory 1970; von Helmholtz 1962).
Behaviour representation should address the need for extracting visual information
that can facilitate the association of visual observation with semantic interpretation.
In other words, representation of visual data is part of a computational mechanism
that contributes towards constructing and accumulating knowledge about behaviour.
For example, modelling the action of a person walking can be considered as to learn
the prototypical and generic knowledge of walking based on limited observations of
walking examples, so that when an unseen instance of walking is observed, it can
be recognised by utilising the accumulated a priori knowledge. An important differ-
ence between object modelling and behaviour modelling is that a behaviour model
should benefit more from capturing temporal information about behaviour. Object
recognition in large only considers spatial information. For instance, a behaviour
model is built based on visual observation of a person’s daily routine in an office
which consists of meetings, tea breaks, paper works and a lunch at certain times of
every day. What has been done so far can then have a significant influence on the
correct interpretation of what this person is about to do (Agre 1989).
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A computational model of behaviour performs both representation and match-
ing. For representing object behaviour, one considers a model capable of capturing
distinctive characteristics of an object in action and activity. A good behaviour repre-
sentation aims to describe an object sufficiently well for both generalisation and dis-
crimination in model matching. Model matching is a computational process to either
explain away new instances of observation against known object behaviours, con-
sidered as its generalisation capacity, or discriminate one type of object behaviour
from the others, regarded as its discrimination ability. For effective model matching,
a representation needs to separate visual observation of different object behaviour
types or classes in a representational space, and to maintain such separations given
noisy and incomplete visual observations.

1.1.2 Detection and Classification

Generally speaking, visual classification is a process of categorising selected visual
observations of interest into known classes. Classification is based on an assump-
tion that segmentation and selection of interesting observations have already been
taken place. On the other hand, visual detection aims to discover and locate pat-
terns of interest, regardless of class interpretation, from a vast quantify of visual
observations. For instance, for action recognition, a model is required to detect and
segment instances of actions from a continuous observation of a visual scene. De-
tection in crowded scenes, such as detecting people fighting or falling in crowd,
becomes challenging as objects of interest can be swamped by distracters and back-
ground clutters. To spot and recognise actions from a sea of background activities,
the task of detection often poses a greater challenge than classification.

The problem of behaviour detection is further compounded when the behaviour
to be detected is unknown a priori. A common aim of visual analysis of behaviour
is to learn a model that is capable of detecting unseen abnormal behaviour pat-
terns whilst recognising novel instances of known normal behaviour patterns. To
that end, an anomaly is defined as an atypical and un-random behaviour pattern not
represented by sufficient observations. However, in order to differentiate anomaly
from trivial unseen instances or outright statistical outliers, one should consider that
an anomaly satisfies a specificity constraint to known normal behaviours, i.e. true
anomalies lie in the vicinity of known normal behaviours without being recognised
as any.

1.1.3 Prediction and Association

An activity is usually formed by a series of object actions executed following cer-
tain temporal order at certain durations. Moreover, the ordering and durations of
constituent actions can be highly variable and complex. To model such visual ob-
servations, a behaviour can be considered as a temporal process, or a time series
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function. An important feature of a model of temporal processes is to make predic-
tion. To that end, behaviour prediction is concerned with detecting a future occur-
rence of a known behaviour based on visual observations so far. For instance, if the
daily routine of a person’s activities in a kitchen during breakfast time is well under-
stood and modelled, the model can facilitate prediction of this person’s next action
when certain actions have been observed: the person could be expected to make
coffee after finishing frying an egg. Behaviour prediction is particularly useful for
explaining away partial observations, for instance, in a crowded scene when visual
observation is discontinuous and heavily polluted, or for detecting and preventing
likely harmful events before they take place.

Visual analysis of behaviour can assist object identification by providing contex-
tual knowledge on how objects of interest should behave in addition to how they
look. For instance, human gait describes the way people walk and can be a useful
means to identify different individuals. Similarly, the way people perform different
gestures may also reveal their identities. Behaviour analysis can help to determine
when and where a visual identification match is most likely to be valid and relevant.
For instance, in a crowded public place such as an airport arrival hall, it is infea-
sible to consider facial imagery identification for all the people all the time. A key
to successful visual identification in such an environment is effective visual search.
Behaviour analysis can assist in determining when and where objects of interest
should be sought and matched against. Moreover, behaviour analysis can provide
focus of attention for visual identification. Detecting people acting out of norm can
activate identification with improved effectiveness and efficiency. Conversely, in or-
der to derive a semantic interpretation of an object’s behaviour, knowing what and
who the object is can help. For instance, a train station staff’s behaviour can be
distinctively different from that of a normal passenger. Recognising a person as a
member of staff in a public space can assist in interpreting correctly the behaviour
of the person in question.

1.2 Opportunities

Automated visual analysis of behaviour provides some key building blocks towards
an artificial intelligent vision system. To experiment with computational models of
behaviour by constructing automatic recognition devices may help us with better
understanding of how the human visual system bridges sensory mechanisms and se-
mantic understanding. Behaviour analysis offers a great deal of attractive opportuni-
ties for application, despite that deploying automated visual analysis of behaviour to
a realistic environment is still at its infancy. Here we outline some of the emerging
applications for automated visual analysis of behaviour.
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1.2.1 Visual Surveillance

There has been an accelerated expansion of closed-circuit television (CCTV)
surveillance in recent years, largely in response to rising anxieties about crime and
its threat to security and safety. Visual surveillance is to monitor the behaviour of
people or other objects using visual sensors, typically CCTV cameras. Substantial
amount of surveillance cameras have been deployed in public spaces, ranging from
transport infrastructures, such as airports and underground stations, to shopping cen-
tres, sport arenas and residential streets, serving as a tool for crime reduction and risk
management. Conventional video surveillance systems rely heavily on human op-
erators to monitor activities and determine the actions to be taken upon occurrence
of an incident, for example, tracking suspicious target from one camera to another
camera, or alerting relevant agencies to areas of concern. Unfortunately, many ac-
tionable incidents are simply mis-detected in such a manual system due to inherent
limitations from deploying solely human operators eyeballing CCTV screens. These
limitations include: (1) excessive number of video screens to monitor, (2) boredom
and tiredness due to prolonged monitoring, (3) lack of a priori and readily accessible
knowledge on what to look for, and (4) distraction by additional operational respon-
sibilities. As a result, surveillance footages are often used merely as passive records
for post-event investigation. Mis-detection of important events can be perilous in
critical surveillance tasks such as border control or airport surveillance. It has be-
come an operational burden to screen and search exhaustively colossal amount of
video data generated from growing number of cameras in public spaces. Automated
computer vision systems for visual analysis of behaviour provide the potential for
deploying never-tiring computers to perform routine video analysis and screening
tasks, whilst assisting human operators to focus attention on more relevant threats,
thus improving the efficiency and effectiveness of a surveillance system.

1.2.2 Video Indexing and Search

We are living in a digital age with huge amount of digital media, especially videos,
being generated at every single moment in the forms of surveillance videos, on-
line news footages, home videos, mobile videos, and broadcasting videos. How-
ever, once generated, very rarely they are watched. For instance, most visual data
collected by surveillance systems are never watched. The only time when they are
examined is when a certain incident or crime has occurred and a law enforcement
organisation needs to perform a post-event analysis. Unless specific time of the inci-
dent is known, it is extremely difficult to search for an event such as someone throws
a punch in front of a nightclub. For a person with a large home video collection, it
is a tedious and time consuming task to indexing the videos so that they can be
searched efficiently for footages of a certain type of actions or activities from years
gone by. For film or TV video archive, it is also a very challenging task to search
for a specific footage without text meta information, specific knowledge about the
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name of a subject, or the time of an event. What is missing and increasingly desired
is the ability to visually search archives by what has happened, that is, automated
visual search of object behaviours with categorisation.

1.2.3 Robotics and Healthcare

A key area for robotics research in recent years is to develop autonomous robots
that can see and interact with people and objects, known as social robots (Breazeal
2002). Such a robot may provide a useful device in serving an aging society, as a
companion and tireless personal assistant to elderly people or people with a dis-
ability. In order to interact with people, a robot must be able to understand the be-
haviour of the person who is interacting with. This ability can be based on gesture
recognition, such as recognising waving and initialising a hand-shake, interpreting
facial expression, and inferring intent by body posture. Earlier robotics research had
focused more on static object recognition, manipulation and navigation through a
stationary environment. More recently, there has been a shift towards developing
robots capable of mimicking human behaviour and interacting with people. To that
end, enabling a robot to perform automated visual analysis of human behaviour be-
comes essential. Related to the development of a social robot, personalised health-
care in an aging society has gained increasing prominence in recent years. To be
able to collect, disseminate and make sense of sensory information from and to an
elderly person in a timely fashion is the key. To that end, automated visual analysis
of human behaviour can provide quantitative and routine assessment of a person’s
behavioural status needed for personalised illness detection and incident detection,
e.g. a fall. Such sensor-based systems can reduce the cost of providing personalised
health care, enabling elderly people to lead a more healthy and socially inclusive
life style (Yang 2006).

1.2.4 Interaction, Animation and Computer Games

Increasingly more intelligent and user friendly human computer interaction (HCI)
are needed for applications such as a game console that can recognise a player’s
gesture and intention using visual sensors, and a teleconferencing system that can
control cameras according to the behaviour of participants. In such automated HCI
systems using sensors, effective visual analysis of human behaviour is central to
meaningful interaction and communication. Not surprisingly, animation for film
production and gaming industries are also relying more on automated visual analy-
sis of human behaviour for creating special effects and building visual avatars that
can interact with players. By modelling human behaviour including gesture and fa-
cial expression, animations can be generated to create virtual characters, known as
avatars, in films and for computer games. With players’ behaviour recognised auto-
matically, these avatars can also interact with players in real-time gaming.
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1.3 Challenges

Understanding object behaviour from visual observation alone is challenging be-
cause it is intrinsically an ill-posed problem. This is equally true for both humans
and computers. Visual interpretation of behaviour can be ambiguous and is subject
to changing context. Visually identical behaviours may have different meanings de-
pending on the environment in which activities are taken place. For instance, when
a person is seen waving on a beach, is he greeting somebody? swatting an insect? or
calling for help as his friend is drowning? In general, visual analysis of behaviour
faces two fundamental challenges.

1.3.1 Complexity

Compared to object recognition in static images, an extra dimension of time needs
be considered in modelling and explaining object behaviour. This makes the prob-
lem more complex. Let us consider human behaviour as an example. Human has an
articulated body and the same category of body behaviours can be acted in different
ways largely due to temporal variations, for example, waving fast versus slowly.
This results in behaviours of identical semantics look visually different, known
as large intra-class variation. On the other hand, behaviours of different semantic
classes, such as jogging versus running, can be visually similar, known as small
inter-class variation. Beyond single-object behaviour, a behaviour can be of multi-
ple interacting objects characterised by their temporal ordering. In a more extreme
case, a behaviour is defined in the context of a crowd where many people co-exist
both spatially and temporally. In general, behaviours are defined in different spatial
and temporal context.

1.3.2 Uncertainty

Based on visual information alone to describe object behaviour is inherently partial
and incomplete. Unlike a human observer, when a computer is asked to interpret
behaviour without other sources of information except imagery data, the problem
is compounded by visual information only available in two-dimensional images of
a three-dimensional space, lack of contextual knowledge, and in the presence of
imaging noise.

Two-dimensional visual data give rise to visual occlusion on objects under obser-
vation. This renders not all behavioural information can be observed visually. For
instance, for two people interacting with each other, depending on the camera angle,
almost inevitably part of or the full body of a person is self-occluded. As a result,
semantic interpretation of behaviour is made considerably harder when only partial
information is available.
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Behaviour interpretation is highly context dependent. However, contextual infor-
mation is not always directly observable, nor necessarily always visual. For instance,
on a motorway when there is a congestion, a driver often wishes to find out the cause
of the congestion in order to estimate likely time delay, whether the congestion is
due to an accident or road work ahead. However, that information is often unavail-
able in the driver’s field of view, as it is likely to be located miles away. Taking
another example, on a train platform, passengers start to leave the platform due to
an announcement by the station staff that the train line is closed due to signal failure.
This information is in audio form therefore not captured by visual observation on
passenger behaviours. To interpret behaviour by visual information alone introduces
additional uncertainty due to a lack of access to non-visual contextual knowledge.

Visual data are noisy, either due to sensor limitations or because of operational
constraints. This problem is particularly acute for video based behaviour analysis
when video resolution is often very low both spatially and temporally. For instance,
a typical 24-hours 7-days video surveillance system in use today generates video
footages with a frame-rate of less than three frames per second, and with heavy
compression for saving storage space. Imaging noise degrades visual details avail-
able for analysis. This can further cause visual information processing to introduce
additional error. For instance, if object trajectories are used for behaviour analysis,
object tracking errors can increase significantly in low frame-rate and highly com-
pressed video data.

1.4 The Approach

We set out the scope of this book by introducing the problem of visual analysis
of behaviour. We have considered the core functions of behaviour analysis from a
computational perspective, and outlined the opportunities and challenges for visual
analysis of behaviour. In the remaining chapters of Part I, we first give an overview
on different domains of visual analysis of behaviour to highlight the importance and
relevance of understanding behaviour in context. This is followed by an introduction
to some of the core computational and machine learning concepts used throughout
the book. Following Part I, the book is organised into further three parts according
to the type of behaviour and the level of complexity involved, ranging from facial
expression, human gesture, single-object action, multiple object activity, crowd be-
haviour analysis, to distributed behaviour analysis.

Part II describes methods for modelling single-object behaviours including facial
expression, gesture, and action. Different representations and modelling tools are
considered and their strengths and weaknesses are discussed.

Part III is dedicated to group behaviour understanding. We consider models
for exploring context to fulfil the task of behaviour profiling and abnormal be-
haviour detection. Different learning strategies are investigated, including super-
vised learning, unsupervised learning, semi-supervised learning, incremental and
adaptive learning, weakly supervised learning, and active learning. These learning
strategies are designed to address different aspects of a model learning problem in
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different observation scenarios according to the availability of visual data and hu-
man feedback.

Whilst Parts II and III consider behaviours observed from a single camera view,
Part IV addresses the problem of understanding distributed behaviours from multi-
ple observational viewpoints. An emphasis is specially placed on non-overlapping
multi-camera views. In particular, we investigate the problems of behaviour corre-
lation across camera views for camera topology estimation and global anomaly de-
tection, and the association of people across non-overlapping camera views, known
as re-identification.
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Chapter 2
Behaviour in Context

Interpreting behaviour from object action and activity is inherently subject to the
context of a visual environment within which action and activity take place. Context
embodies not only the spatial and temporal setting, but also the intended functional-
ity of object action and activity (Bar 2004; Bar and Aminoff 2003; Bar and Ullman
1993; Biederman et al. 1982; Palmer 1975; Schwartz et al. 2007). Humans employ
visual context extensively for both effective object recognition and behaviour un-
derstanding. For instance, one recognises, often by inference, whether a hand-held
object is a mobile phone or calculator by its relative position to other body parts
such as closeness to the ears, even if they are visually similar and partially occluded
by the hand. Similarly for behaviour recognition, the arrival of a bus in busy traffic
is more likely to be inferred by looking at the passengers’ behaviour at a bus stop.
Computer vision research on visual analysis of behaviour embraces a wide range of
studies on developing computational models and systems for interpreting behaviour
in different context. Here we highlight some well established topics and emerging
trends.

2.1 Facial Expression

Behaviour exhibited from a human face is predominantly in the form of facial ex-
pression. The ability to recognise the affective state of a person is indispensable and
important for successful interpersonal social interaction. Affective arousal modu-
lates all non-verbal communication cues such as facial expressions, body postures
and movements. Facial expression is perhaps the most natural and efficient means
for humans to communicate their emotions and intentions, as communication is pri-
marily carried out face to face.

Automatic facial expression recognition has attracted much attention from be-
havioural scientists since the work of Darwin (1872). Suwa et al. (1978) made the
first attempt to automatically analyse facial expressions from images. Much progress
has been made in the last 30 years towards computer-based analysis and interpreta-
tion of facial expression (Bartlett et al. 2005; Chang et al. 2004; Cohen et al. 2003;
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Donato et al. 1999; Dornaika and Davoine 2005; Essa and Pentland 1997; Fasel and
Luettin 2003; Hoey and Little 2004; Jia and Gong 2006, 2008; Kaliouby and Robin-
son 2004; Lee and Elgammal 2005; Lyons et al. 1999; Pantic and Patras 2006; Pantic
and Rothkrantz 2000, 2004; Shan et al. 2009; Yacoob and Davis 1996; Yeasin et al.
2004; Yin et al. 2004; Zalewski and Gong 2005; Zhang and Ji 2005). A recent trend
in human–computer interaction design also considers the desire for affective com-
puting in order to bring about more human-like non-verbal communication skills to
computer-based systems (Pantic and Rothkrantz 2003).

Facial expressions can be described at different levels. A widely used descrip-
tion is the Facial Action Coding System (FACS) (Ekman and Friesen 1978), which
is a human-observer-based protocol developed to represent subtle changes in fa-
cial expressions. With FACS, facial expressions are decomposed into one or more
action units. The aim to develop computer-based automatic AU recognition has at-
tracted much attention in the last decade (Donato et al. 1999; Tian et al. 2001; Val-
star and Pantic 2006; Zhang and Ji 2005). Psychophysical studies also indicate that
basic emotions have corresponding universal facial expressions across all cultures
(Ekman and Friesen 1976). This is reflected by most facial expression recognition
models attempting to recognise a set of prototypic emotional expressions, including
‘disgust’, ‘fear’, ‘joy’, ‘surprise’, ‘sadness’ and ‘anger’ (Bartlett et al. 2005; Cohen
et al. 2003; Lyons et al. 1999; Yeasin et al. 2004; Yin et al. 2004). Example images
of different facial expressions are shown in Fig. 2.1.

Although a facial expression is a dynamic process with important information
captured in motion (Bassili 1979), imagery features extracted from static face im-
ages are often used to represent a facial expression. These features include both geo-
metric features (Valstar and Pantic 2006; Valstar et al. 2005) and appearance features
(Bartlett et al. 2005; Donato et al. 1999; Lyons et al. 1999; Tian 2004; Zhang et al.
1998). The rigidity and structural composition of facial action components make fa-
cial expression a rather constrained type of behaviour, a raison d’être for extracting
information from static images to discriminate different types of facial expression.
Efforts have also been made to model facial expression as a dynamical process util-
ising explicitly spatio-temporal or image sequence information (Cohen et al. 2003;
Shan et al. 2005; Zalewski and Gong 2005; Zhang and Ji 2005). These studies aim
to explore a richer description of expression dynamics so to better interpret facial
emotion and expression change.

2.2 Body Gesture

The ability to interpret human gestures constitutes an essential part of our percep-
tion. It reveals the intention, emotional state or even the identity of the people sur-
rounding us and mediates our communication (Pavlovic et al. 1997). Such human
activities can be characterised by hand motion patterns and modelled as trajecto-
ries in a spatio-temporal space. Figure 2.2 shows some examples of communicative
gestures. Gesture recognition usually considers the problem of measuring the sim-
ilarities between hand motion pattern characteristics, such as their trajectories, and


