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Foreword

High-performance computing most generally refers to the practice of aggregating
computing power in a way that delivers much higher performance than one could
get out of a typical desktop computer or workstation in order to solve large
problems in science, engineering, or business. Big Data is a popular term used to
describe the exponential growth and availability of data, both structured and
unstructured. The challenges include capture, curation, storage, search, sharing,
transfer, analysis, and visualization.

This timely book by Dariusz Mrozek gives you a quick introduction to the area
of proteins and their structures, protein structure similarity searching carried out at
main representation levels, and various techniques that can be used to accelerate
similarity searches using high-performance Cloud computing and Big Data con-
cepts. It presents introductory concepts of formal model of 3D protein structures for
functional genomics, comparative bioinformatics, and molecular modeling and the
use of multi-threading for the efficient approximate searching on protein secondary
structures. In addition, there is a material on finding 3D protein structure similarities
accelerated with high-performance computing techniques.

The book is required reading to help in understanding for anyone working with
area of data analytics for structural bioinformatics and the use of high-performance
computing. It explores area of proteins and their structures in depth and provides
practical approaches to many problems that may be encountered. It is especially
useful to applications developers, scientists, students, and teachers.

I have enjoyed and learned from this book and feel confident that you will as
well.

Knoxville, USA
June 2018

Jack Dongarra
University of Tennessee
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Preface

International efforts focused on understanding living organisms at various levels of
molecular organization, including genomic, proteomic, metabolomic, and cell
signaling levels, lead to huge proliferation of biological data collected in dedicated,
and frequently, public repositories. The amount of data deposited in these reposi-
tories increases every year, and cumulated volume has grown to sizes that are
difficult to handle with traditional analysis tools. This growth of biological data is
stimulated by various international projects, such as 1000 Genomes. The project
aims at sequencing genomes of at least one thousand anonymous participants from
a number of different ethnic groups in order to establish a detailed catalog of human
genetic variations. As a result, it generates terabytes of genetic data. Apart from
international initiatives and projects, like the 1000 Genomes, the proliferation of
biological data is further accelerated by newly developed technologies for DNA
sequencing, like next-generation sequencing (NGS) methods. These methods are
getting faster and less expensive every year. They produce huge amounts of genetic
data that require fast analysis in various phases of molecular profiling, medical
diagnostics, and treatment of patients that suffer from serious diseases.

Indeed, for the last three decades we have been witnesses of the continuous
exponential growth of biological data in repositories, such as GenBank, Sequence
Read Archive (SRA), RefSeq, Protein Data Bank, UniProt/SwissProt. The speci-
ficity of the data has inspired the scientific community to develop many algorithms
that can be used to analyze the data and draw useful conclusions. A huge volume
of the biological data caused that many of the existing algorithms became inefficient
due to their computational complexity. Fortunately, the rapid development of
computer science in the last decade has brought many technological innovations
that can be also used in the field of bioinformatics and life sciences. The algorithms
demonstrating a significant utility value, which have recently been perceived as too
time-consuming, can now be efficiently used by applying the latest technological
achievements, like Hadoop and Spark for analyzing Big Data sets, multi-threading,
graphics processing units (GPUs), or cloud computing.

ix



Scope of the Book

The book focuses on proteins and their structures. It presents various scalable
solutions for protein structure similarity searching carried out at main representation
levels and for prediction of 3D structures of proteins. It specifically focuses on
various techniques that can be used to accelerate similarity searches and protein
structure modeling processes. But, why proteins? somebody can ask. I could answer
the question by following Arthur M. Lesk in his book entitled Introduction to
Protein Science. Architecture, Function, and Genomics. Because proteins are where
the action is. Understanding proteins, their structures, functions, mutual interac-
tions, activity in cellular reactions, interactions with drugs, and expression in body
cells is a key to efficient medical diagnosis, drug production, and treatment of
patients. I have been fascinated with proteins and their structures for fifteen years.
I have fallen in love with the beauty of protein structures at first sight inspired by
the research conducted by R.I.P. Lech Znamirowski from the Silesian University of
Technology, Gliwice, Poland. I decided to continue his research on proteins and
development of new efficient tools for their analysis and exploration.

I believe this book will be interesting for scientists, researchers, and software
developers working in the field of structural bioinformatics and biomedical data-
bases. I hope that readers of the book will find it interesting and helpful in their
everyday work.

Chapter Overview

The content of the book is divided into four parts. The first part provides back-
ground information on proteins and their representation levels, including a formal
model of a 3D protein structure used in computational processes, and a brief
overview of technologies used in the solutions presented in this book.

• Chapter 1: Formal Model of 3D Protein Structures for Functional
Genomics, Comparative Bioinformatics, and Molecular Modeling
This chapter shows how proteins can be represented in computational processes
performed in scientific fields, such as functional genomics, comparative bioin-
formatics, and molecular modeling. The chapter provides a general definition of
protein spatial structure that is then referenced to four representation levels of
protein structure: primary, secondary, tertiary, and quaternary structures.

• Chapter 2: Technological Roadmap
This chapter provides a technological roadmap for solutions presented in this
book. It covers a brief introduction to the concept of Cloud computing, cloud
service, and deployment models. It also defines the Big Data challenge and
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presents the benefits of using multi-threading in scientific computations. It then
explains graphics processing units (GPUs) and CUDA architecture. Finally, it
focuses on relational databases and the SQL language used for declarative
querying.

The second part of the book is focused on Cloud services that are utilized in the
development of scalable and reliable cloud applications for 3D protein structure
similarity searching and protein structure prediction.

• Chapter 3: Azure Cloud Services
Microsoft Azure Cloud Services support development of scalable and reliable
cloud applications that can be used to scientific computing. This chapter provides
a brief introduction to Microsoft Azure cloud platform and its services. It focuses
on Azure Cloud Services that allow building a cloud-based application with the
use of Web roles and Worker roles. Finally, it shows a sample application that
can be quickly developed on the basis of these two types of roles and the role of
queues in passing messages between components of the built system.

• Chapter 4: Scaling 3D Protein Structure Similarity Searching with Cloud
Services
In this chapter, you will see how the Cloud computing architecture and Azure
Cloud Services can be utilized to scale out and scale up protein similarity
searches by utilizing the system, called Cloud4PSi, that was developed for the
Microsoft Azure public cloud. The chapter presents the architecture of the
system, its components, communication flow, and advantages of using a
queue-based model over the direct communication between computing units. It
also shows results of various experiments confirming that the similarity
searching can be successfully scaled on cloud platforms by using computation
units of different sizes and by adding more computation units.

• Chapter 5: Cloud Services for Efficient Ab Initio Predictions of 3D Protein
Structures
In this chapter, you will see how Cloud Services may help to solve problems of
protein structure prediction by scaling the computations in a role-based and
queue-based Cloud4PSP system, deployed in the Microsoft Azure cloud. The
chapter shows the system architecture, the Cloud4PSP processing model, and
results of various scalability tests that speak in favor of the presented architecture.

The third part of the book shows the utilization of scalable Big Data compu-
tational frameworks, like Hadoop and Spark, in massive 3D protein structure
alignments and identification of intrinsically disordered regions in protein
structures.

• Chapter 6: Foundations of the Hadoop Ecosystem
At the moment, Hadoop ecosystem covers a broad collection of platforms,
frameworks, tools, libraries, and other services for fast, reliable, and scalable
data analytics. This chapter briefly describes the Hadoop ecosystem and focuses
on two elements of the ecosystem—the Apache Hadoop and the Apache Spark.
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It provides details of the MapReduce processing model and differences between
MapReduce 1.0 and MapReduce 2.0. The concepts defined in this chapter are
important for the understanding of complex systems presented in the following
chapters of this part of the book.

• Chapter 7: Hadoop and the MapReduce Processing Model in Massive
Structural Alignments Supporting Protein Function Identification
Undoubtedly, for a variety of biological data and a variety of scenarios of how
these data can be processed and analyzed, Hadoop and the MapReduce pro-
cessing model bring the potential to make a step forward toward the develop-
ment of solutions that will allow to get insights in various biological processes
much faster. In this chapter, you will see MapReduce-based computational
solution for efficient mining of similarities in 3D protein structures and for
structural superposition. The solution benefits from the Map-only processing
pattern of the MapReduce, which is presented and formally defined in this
chapter. You will also see results of performance tests when scaling up nodes
of the Hadoop cluster and increasing the degree of parallelism with the intention
of improving efficiency of the computations.

• Chapter 8: Scaling 3D Protein Structure Similarity Searching on Large
Hadoop Clusters Located in a Public Cloud
In this chapter, you will see how 3D protein structure similarity searching can be
accelerated by distributing computation on large Hadoop/HBase (HDInsight)
clusters that can be broadly scaled out and up in the Microsoft Azure public
cloud. This chapter shows that the utilization of public clouds to perform sci-
entific computations is very beneficial and can be successfully applied when
performing time-consuming computations over biological data.

• Chapter 9: Scalable Prediction of Intrinsically Disordered Protein Regions
with Spark Clusters on Microsoft Azure Cloud
Computational identification of disordered regions in protein amino acid
sequences became an important branch of 3D protein structure prediction and
modeling. In this chapter, you will see the IDPP meta-predictor that applies an
ensemble of primary predictors in order to increase the quality of prediction of
intrinsically disordered proteins. This chapter presents a highly scalable
implementation of the meta-predictor on the Spark cluster (Spark-IDPP) that
mitigates the problem of the exponentially growing number of protein amino
acid sequences in public repositories.

The fourth part of the book focuses on finding 3D protein structure similarities
accelerated with the use of GPUs and on the use of multi-threading and relational
databases for efficient approximate searching on protein secondary structures.
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• Chapter 10: Massively Parallel Searching of 3D Protein Structure
Similarities on CUDA-Enabled GPU Devices
Graphics processing units (GPUs) and general-purpose graphics processing
units (GPGPUs) promise to give a high speedup of many time-consuming and
computationally demanding processes over their original implementations on
CPUs. In this chapter, you will see that a massive parallelization of the 3D
structure similarity searching on many-core CUDA-enabled GPU devices leads
to the reduction of the execution time of the process and allows to perform it in
real time.

• Chapter 11: Exploration of Protein Secondary Structures in Relational
Databases with Multi-threaded PSS-SQL
In this chapter, you will see how protein secondary structures can be stored in
the relational database and explored with the use of the PSS-SQL query lan-
guage. The PSS-SQL is an extension to the SQL language. It allows formulation
of queries against a relational database in order to find proteins having sec-
ondary structures similar to the structural pattern specified by a user. In this
chapter, you will see how this process can be accelerated by parallel imple-
mentation of the alignment using multiple threads working on multiple-core
CPUs.

Summary

In this book, you will see advanced techniques and computational architectures that
benefit from the recent achievements in the field of computing and parallelism.
Techniques and methods presented in the successive chapters of this book will be
based on various types of parallelism, including multi-threading, massive
GPU-based parallelism, and distributed many-task computing in Big Data and Cloud
computing environments (Fig. 1). Most of the problems are implemented as pleas-
antly or embarrassingly parallel processes, except the SQL-based search engine
presented in Chap. 11, which employs multiple CPU threads in single search process.

Beautiful structures of proteins are definitely worth creating efficient methods for
their exploration and analysis, with the aim of mining the knowledge that will
improve human life in further perspective. While writing this book, I tried to pass
through various representation levels of protein structures and show various tech-
niques for their efficient exploration. In the successive chapters of the book, I
described methods that were developed either by myself or as a part of projects that
I was involved in. In the bibliography lists at the end of each chapter, I also cited
other solutions for the presented problems and gave recommendations for further
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reading. I hope that the solutions presented in the book will turn out to be inter-
esting and helpful for scientists, researchers, and software developers working in
the field of protein bioinformatics.

Gliwice, Poland Dariusz Mrozek
June 2018

Fig. 1 Preliminary architecture of the cloud-based solution for protein structure similarity
searching drawn by me during the meeting (March 6, 2013) with Artur Kłapciński, my associate in
this project. Institute of Informatics, Silesian University of Technology, Gliwice, Poland
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Part I
Background

Proteins are complex molecules that play key roles in biochemical reactions in cells
of living organisms. They are built up with hundreds of amino acids and thousands of
atoms,whichmakes the analysis of their structures difficult and time-consuming.This
part of the bookprovides background information on proteins and their representation
levels, including a formal model of a 3D protein structure used in computational
processes related to protein structure alignment, superposition, similarity searching,
andmodeling. It also consists of a brief overview of technologies used in the solutions
presented in this book, solutions that aim at accelerating computations underlying
protein structure exploration.



Chapter 1
Formal Model of 3D Protein Structures
for Functional Genomics, Comparative
Bioinformatics, and Molecular Modeling

The great promise of structural bioinformatics is predicted on
the belief that the availability of high-resolution structural
information about biological systems will allow us to precisely
reason about the function of these systems and the effects of
modifications or perturbations

Jenny Gu, Philip E. Bourne, 2009

Abstract Proteins are the main molecules of life. Understanding their structures,
functions, mutual interactions, activity in cellular reactions, interactions with drugs,
and expression in body cells is a key to efficient medical diagnosis, drug produc-
tion, and treatment of patients. This chapter shows how proteins can be represented
in processes performed in scientific fields, such as functional genomics, compara-
tive bioinformatics, and molecular modeling. The chapter begins with the general
definition of protein spatial structure, which can be treated as a base for deriving
other forms of representation. The general definition is then referenced to four rep-
resentation levels of protein structure: primary, secondary, tertiary, and quaternary
structures. This is followed by short description of protein geometry. And finally, at
the end of the chapter, we will discuss energy features that can be calculated based on
the general description of protein structure. The formal model defined in the chapter
will be used in the description of the efficient solutions and algorithms presented in
the following chapters of the book.

Keywords 3D protein structure · Formal model · Primary structure
Secondary structure · Tertiary structure · Quaternary structure · Energy features
Molecular modeling
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1.1 Introduction

From thebiological point of view, the functioningof livingorganisms is tightly related
to the presence and activity of proteins. Proteins are macromolecules that play a key
role in all biochemical reactions in cells of living organisms. For this reason, they
are said to be molecules of life. And indeed, they are involved in many processes,
including reaction catalysis (enzymes), energy storage, signal transmission, main-
taining cell’s cytoskeleton, immune response, stimuli response, cellular respiration,
transport of small bio-molecules, regulation of cell’s growth and division.

Analyzing their general construction, proteins are macromolecules with the
molecular mass above 10 kDa (1Da = 1.66 × 10−24g) built up with amino acids
(>100 amino acids, aa). Amino acids are linked to each other by peptide bonds
forming a kind of linear chains [5]. Proteins can be described with the use of four
representation levels: primary structure, secondary structure, tertiary structure, and
quaternary structure. The last three levels define the protein conformation or protein
spatial structure. The computer analysis of protein structures is usually carried out
on one of the representation levels.

The computer analysis of protein spatial structure is very important from the
viewpoint of the identification of protein functions, recognition of protein activity
and analysis of reactions and interactions that the particular protein is involved in.
This implies the exploration of various geometrical features of protein structures.
There is no doubt that structures of even small molecules are very complex—proteins
are built up of hundreds of amino acids and then thousands of atoms. This makes
the computer analysis of protein structures more difficult and also influences a high
computational complexity of algorithms for the analysis.

For any investigation related to protein bioinformatics it is essential to assume
some representation of proteins as macromolecules. Methods that operate on pro-
teins in scientific fields, such as functional genomics, comparative bioinformatics,
and molecular modeling, usually assume a kind of model of protein structure. For-
mal models, in general, allow to define all concepts that are used in the area under
consideration. They guarantee that all concepts that are usedwhile designing and per-
forming a process will be understood exactly as they are defined by an author of the
method or procedure. This chapter attempts to capture the common model of protein
structure which can be treated as a base model for the creation of dedicated mod-
els, derived either by the extension or the restriction, and used for the computations
carried out in the selected area. In the following sections, we will discover a general
definition of protein spatial structure, and we will reference it to four representation
levels of protein structure.

1.2 General Definition of Protein Spatial Structure

We define a 3D structure (S3D) of protein P as a pair shown in Eq.1.1.
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Fig. 1.1 Fragment of sample protein structure: (left) atoms and bonds, (right) bonds only. Colors
and letters assigned to atoms distinguish their chemical elements. Visualized using RasMol [52]

S3D = 〈A3D, B3D〉, (1.1)

where A3D is a set of atoms defined as follows:

A3D = {
an : n ∈ (1, . . . , N ) ∧ ∃ fE : A3D −→ E

}
(1.2)

where N is the number of atoms in a structure, fE is a function which for each
atom an assigns an element from the set of chemical elements E (e.g., N—nitrogen,
O—oxygen, C—carbon, H—hydrogen, S—sulfur).

The B3D is a set of bonds bi j between two atoms ai , a j ∈ A3D defined as follows:

B3D = {bi j : bi j = (ai , a j ) = (a j , ai ) ∧ i, j ∈ (1, . . . , N )}. (1.3)

Fragment of a sample protein structure is shown in Fig. 1.1.
Each atom an is described in three-dimensional space by Cartesian coordinates

x , y, z:
an = (xn, yn, zn)

T where xn, yn, zn ∈ R. (1.4)

Therefore, the length of bond bi j between two atoms ai and a j can be calculated
using the Euclidean distance:

‖bi j‖ =
√

(xi − x j )2 + (yi − y j )2 + (zi − z j )2, (1.5)

which is equivalent to the norm calculation [8]:

‖bi j‖ = ‖ai − a j‖ =
√

(ai − a j )T (ai − a j ). (1.6)

We can also state that:
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an ∈ A3D =⇒ ∀n∈{1,..,N } ∃ fVa : A3D −→ N+ ∧ ∃ fV e : E −→ N+, (1.7)

where fVa is a function determining the valence of an atom and fV e is a func-
tion determining the valence of chemical element. For example, fV e(C) = 4 and
fV e(O) = 2.

1.3 A Reference to Representation Levels

Having defined such a general definition of protein spatial structure, we can study
what are the relationships between this structure and four main representation levels
of protein structures, i.e., primary, secondary, tertiary and quaternary structures.
These relationships will be described in the following sections.

1.3.1 Primary Structure

Proteins are polypeptides built up with many, usually more than one hundred amino
acids that are joined to each other by a peptide bond, and thus, forming a linear amino
acid chain. The way how one amino acid joins to another, e.g., during the translation
from the mRNA, is not accidental. Each amino acid has an N-terminus (also known
as amino-terminus) and C-terminus (also known as carboxyl-terminus). When two
amino acids join to each other, they form a peptide bond between C-terminus of
the first amino acid and N-terminus of the second amino acid. When a single amino
acid joins the forming chain during the protein synthesis, it links its N-terminus to
the free C-terminus of the last amino acid in the chain. Therefore, the amino acid
chain is created from N-terminus to C-terminus. Primary structure of protein is often
represented as the amino acid sequence of the protein (also called protein sequence,
polypeptide sequence), as it is presented in Fig. 1.2. The sequence is reported from
N-terminus to C-terminus. Each letter in the sequence corresponds to one amino
acid. Actually, the sequence is usually recorded in one-letter code, and rarely in
three-letter code.

Protein sequence is determined by the nucleotide sequence of appropriate gene
in the DNA. There are twenty standard amino acids encoded by the genetic code in
the living organisms. However, in some organisms two additional amino acids can
be encoded, i.e., selenocysteine and pyrrolysine. All amino acids differ in chemical
properties and have various atomic constructions. Proteins can have one or many
amino acid chains. The order of amino acids in the amino acid chain is unique and
determines the function of the protein.

The representation of protein structure as a sequence of amino acids fromFig.1.2a
is very simple and frequently used bymany algorithms and tools for protein compari-
son and similarity searching, such asNeedleman–Wunsch [46] and Smith–Waterman
[58] algorithms, BLAST [1] and FASTA [49] family of tools. The representation
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Fig. 1.2 Primary structures of Deoxyhemoglobin S chain A in Homo Sapiens [PDB ID: 2HBS]
[19]: a in a one-letter code describing amino acid types, b in a three-letter code describing amino
acid types. First line provides some descriptive information

is also used by methods that predict protein structures from their sequences, like
I-TASSER [63], Rosetta@home [29], Quark [64], and many others, e.g., [61]
and [69].

Let us now reference the primary structure to the general definition of the spatial
structure defined in the previous section. We can state that protein structure S3D

consists of M amino acids P3D
m � S3D such that:

P3D
m = 〈AP

m, BP
m 〉, (1.8)

where AP
m is a subset of the set of atoms A3D , and BP

m is a subset of the set of bonds
B3D:

AP
m � A3D and BP

m � B3D. (1.9)

Sample protein P can be now recorded as a sequence of peptides pm :

P = {pm |i = 1, 2, . . . , M ∧ ∃ fR : P −→ �} , (1.10)

where M is a length of the sequence (in peptides), and fR is a function which for
each peptide pm assigns a type of amino acid from the set � containing twenty
(twenty-two) standard amino acids.

Assuming that pm = P3D
m we can associate the primary structure with the spatial

structure S3D (Fig. 1.3):

S3D = {
P3D
m |m = 1, 2, . . . , M

}
. (1.11)

Although:
M⋃

m=1

P3D
m � S3D, (1.12)


