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Preface

This volume contains the proceedings of the 12th KES Conference on Agent and
Multi-Agent Systems: Technologies and Applications (KES-AMSTA 2018) which
will be held in Gold Coast, Australia, between 20 and 22 June 2018. The confer-
ence was organized by KES International, its focus group on agent and multi-agent
systems and University of Zagreb, Faculty of Electrical Engineering and
Computing. The KES-AMSTA conference is a subseries of the KES conference
series.

Following the success of previous KES conferences on Agent and Multi-Agent
Systems: Technologies and Applications, held in Vilamoura, Portugal
(KES-AMSTA 2017), Puerto de la Cruz, Tenerife, Spain (KES-AMSTA 2016),
Sorrento, Italy (KES-AMSTA 2015), Chania, Greece (KES-AMSTA 2014), Hue,
Vietnam (KES-AMSTA 2013), Dubrovnik, Croatia (KES-AMSTA 2012),
Manchester, UK (KES-AMSTA 2011), Gdynia, Poland (KES-AMSTA 2010),
Uppsala, Sweden (KES-AMSTA 2009), Incheon, Korea (KES-AMSTA 2008) and
Wroclaw, Poland (KES-AMSTA 2007), the conference featured the usual keynote
talks, oral presentations and invited sessions closely aligned to its established
themes.

KES-AMSTA is an international scientific conference for discussing and pub-
lishing innovative research in the field of agent and multi-agent systems and
technologies applicable in the digital and knowledge economy. The aim of the
conference is to provide an internationally respected forum for both the research
and industrial communities on their latest work on innovative technologies and
applications that is potentially disruptive to industries. Current topics of research in
the field include technologies in the area of mobile and cloud computing, big data
analysis, Internet of Things (IoT), business intelligence, artificial intelligence, social
systems, computer embedded systems and nature-inspired manufacturing. Special
attention is paid on the feature topics: agent interaction and collaboration, mod-
elling and simulation agents, social networks, business informatics, intelligent
agents and multi-agent systems.
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The conference attracted a substantial number of researchers and practitioners
from all over the world who submitted their papers for main track covering the
methodologies of agent and multi-agent systems applicable in the digital and
knowledge economy, and three invited sessions on specific topics within the field.
Submissions came from 15 countries. Each paper was peer-reviewed by at least two
members of the International Programme Committee and International Reviewer
Board. Thirty-four papers were selected for oral presentation and publication in the
volume of the KES-AMSTA 2018 proceedings.

The Programme Committee defined the following main tracks: intelligent agent
interaction and collaboration, modelling, simulation and mobile agents, and agent
communication and social networks. In addition to the main tracks of the confer-
ence, there were the following invited sessions: design and implementation of
intelligent agents and multi-agent systems, business informatics and business pro-
cess management.

Accepted and presented papers highlight new trends and challenges in agent and
multi-agent research. We hope that these results will be of value to the research
community working in the fields of artificial intelligence, collective computational
intelligence, health, robotics, dialogue systems and, in particular, agent and
multi-agent systems, technologies, tools and applications.

The Chairs’ special thanks go to the following special session organizers: Prof.
Lenin G. Lemus-Zuiiga, Universitat Politécnica de Valéncia, Espafia; Prof.
Arnulfo Alanis Garza, Instituto Tecnologico de Tijuana, México; Prof. Setsuya
Kurahashi, University of Tsukuba, Tokyo; Prof. Takao Terano, Tokyo Institute of
Technology, Japan; and Prof. Hiroshi Takahashi, Keio University, Japan, for their
excellent work.

Thanks are due to the Programme Co-chairs, all Programme and Reviewer
Committee members and all the additional reviewers for their valuable efforts in the
review process, which helped us to guarantee the highest quality of selected papers
for the conference.

We cordially thank all authors for their valuable contributions and all of the other
participants in this conference. The conference would not be possible without their
support.

April 2018 Gordan Jezic
Jessica Chen-Burger

Robert J. Howlett

Lakhmi C. Jain

Ljubo Vlacic

Roman Sperka
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2
and Marcus Watson
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Abstract. The Belief-Desire-Intention (BDI) model of agency has been a
popular choice for the modelling of goal-based behaviour for both individual
agents and more recently, teams of agents. Numerous frameworks have been
developed since the model was first proposed in the early 1980s. However,
while the more recent frameworks support a delegative model of agent/agent
and human/agent collaboration, no frameworks support a general model of
collaboration. Given the importance of collaboration in the development of
practical semi-autonomous agent applications, we consider this to constitute a
major limitation of traditional BDI frameworks. In this paper, we present
GORITE, a novel BDI framework that by employing explicit goal representa-
tions, overcomes many of the limitations of traditional frameworks. In terms of
human/agent collaboration, key requirements are identified and through the use
of a representative but simple example, the ability of GORITE to address those
requirements is demonstrated.

Keywords: Human-agent collaboration - BDI - Multi-agent systems

1 Introduction

At a recent workshop on Human-Autonomy Teaming (HAT), having a shared mental
model was identified as being essential if HAT systems are to deliver the levels of trust
and explanatory capability required for military operations [1]. Furthermore, the Sit-
uation Awareness-Based Agent Transparency (SAT) Model developed by Chen et al.
[2] was identified as providing a suitable conceptual framework for future HAT
research. SAT visualisation agents [2] are able to provide operators with situation
awareness of an evolving mission environment. This support is at three levels:

(1) What’s going on and what is the agent trying to achieve?
(2) Why does the agent do it?
(3) What should the operator expect to happen?

In addressing these questions, a SAT agent draws on its desires and intentions at
Level 1 and its beliefs at Level 2. However, while the SAT model is inspired by the

© Springer International Publishing AG, part of Springer Nature 2019
G. Jezic et al. (Eds.): KES-AMSTA-18 2018, SIST 96, pp. 3-12, 2019.
https://doi.org/10.1007/978-3-319-92031-3_1
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Belief-Desire-Intention (BDI) model of agency, the creation of SAT agents grounded in
the BDI model of agency is a research issue yet to be explored. Rather, the focus of
Chen’s work has been the visualisation of information pertaining to the SAT levels and
the demonstration through controlled experimentation that operator performance and
trust in automation is enhanced through such visualisation. Chen has proposed that the
research community should continue with that agenda and we are in agreement.
However, we see a major opportunity for a complementary research program with a
focus of developing a BDI software framework that explicitly supports human/agent
collaboration through the use of the SAT model. As explained below, this will require a
framework that provides explicit representation of beliefs, desires and intentions in
order to enable the agent to reflect on and explain its actions and to enable humans to
dynamically modify agent behaviour.

This represents a significant departure from traditional BDI agent frameworks and
we propose to use GORITE, a novel open-source BDI framework developed by
Ronnquist [3] for this purpose. GORITE itself is a mature, open source and fully
functional software framework, as evidenced by the case studies presented in [3]. In
particular, the manufacturing control case study is a reimplementation of an earlier
commercial application developed using the JACK Teams BDI framework. However,
the version of GORITE and the case studies in [3] support and focus on autonomous
BDI behavior. For effective human/BDI agent collaboration, extensions to both the BDI
model and to the GORITE framework are required. Our intent is to tackle this iteratively,
with each iteration involving model extension, framework realization and application
development. The application (waypoint traversal) presented in this paper represents the
key functionality for our domain of interest — war gaming using semi-automated
computer generated forces. As such, it provides an ideal example for demonstrating the
effectiveness of the extensions to both the BDI model and the GORITE framework.

In the remainder of this paper, we will first discuss the BDI model, its limitations
with respect to human/agent collaboration and how these can be overcome with
GORITE. We then demonstrate how effective human/agent collaboration can be
achieved for SAT Levels 1 and 2 using the GORITE framework. In this regard, a
simple but representative example (waypoint traversal by a platoon) is employed, in
order to maintain focus on the key collaboration requirements. SAT Level 3 func-
tionality and agent/human collaboration are out of scope for the current research
activity. Note that the innovation in this work lies in its extension of the BDI Model of
agency to accommodate human/agent collaboration and the realization of this extended
model in the GORITE BDI framework.

2 The BDI Model

The BDI model is concerned with how an agent makes rational decisions about the
actions that it performs through the employment of

(1) Beliefs about their environment, other agents and themselves,
(2) Desires that they wish to satisfy and
(3) Intentions to act towards the fulfilment of selected desires.
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The model has its origin in Bratman’s theory of human practical reasoning [4].
Bratman’s ideas were first formalised by Rao and Georgeff [5] who subsequently
proposed an abstract architecture in which beliefs, desires and intentions were
explicitly represented as global data structures and where agent behaviour is event
driven. However, while this conceptualisation faithfully captured Bratman’s theory, it
did not constitute a practical system for rational reasoning. In order to ensure com-
putational tractability, they proposed the following representational changes [6]:

e Only beliefs about the current state of the world are represented explicitly

e Information about the means of achieving certain future world states (desires) and
the options available to an agent are represented as plans.

e A particular desire may be realizable by multiple plans but an agent must select one
plan to pursue.

e Plans either succeed or fail; if a plan fails, then the desire which is being pursued
may be reconsidered.

¢ Intentions are represented implicitly by the collection of currently active plans

e Desires are referred to as goals, which are represented as events. Goals have only a
transient representation, acting as triggers for plan invocations.

These considerations led to the following execution model:

repeat
wait for the next goal event;
select (on the basis of current beliefs) a plan to
achieve the current goal;
execute the selected plan;
update beliefs;
end repeat

This execution model has provided the conceptual basis for all major research and
commercial BDI implementations, in particular PRS, dMARS and JACK [3].

In the traditional BDI execution model outlined above, plans consist of steps that
are specified using a framework dependent plan language; these steps may involve the
posting of further goal events (or the reposting of the current goal event). More than
one plan may be applicable for the achievement of a particular goal — this set of plans is
called the applicable set. The selection of a plan to execute from the applicable set is
based on the currently held beliefs of the agent and may involve explicit (meta-level)
reasoning.

Since its inception, the Belief-Desire-Intention (BDI) model of agency has
underpinned many successful agent applications and has been identified as one of the
preferred vehicles for the delivery of industry strength, knowledge rich, intelligent
agent applications [7]. As originally conceived by Bratman, the model was intended as
a means to determine how an agent should act in a situated environment. The early
applications of the model reflect this focus on situated, autonomous behaviour, but
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within constrained technical domains, e.g. space shuttle fault diagnosis [8]. While this
has continued to be a focal point for applications, as evidenced by its use in manu-
facturing system and UAV control, commercial success has been achieved in its
application to human behaviour modelling in war gaming, where credible entity
behaviour is an essential requirement for an effective military game [3]. The wargaming
examples have necessitated significant extensions to the BDI execution model as
originally formulated by Rao and Georgeff. In particular, the model has been extended
in JACK Teams [9] to accommodate teams (such as platoons and companies) as
distinct entities with their own beliefs, desires and intentions and in CoJACK [9] to
provide agents with an explicit cognitive architecture to ground reasoning. However,
these extensions retain a key feature of the Rao and Georgeff model, namely that the
goals are not represented as explicit, persistent entities, but rather as transitory events.
This makes reasoning about an agent’s intentions — for example, whether to continue or
discontinue with the current goal or how a goal should be resourced — problematic.

While the extensions to the BDI execution model embodied in both JACK Teams
and CoJACK have significantly extended the range of problems that can be effectively
addressed by BDI agents, these problems remain characterized by a requirement for
autonomous execution potentially supported by delegation. The applicability of the
BDI execution model becomes problematic when human/agent collaboration is
required. If the collaboration involves only simple delegation, with execution being
managed by either the human or the agent, then the delegation model supported by
JACK Teams will suffice. However a more comprehensive collaboration model is
required if goal/belief inspection/management is required of the collaboration. For
example, the provision of such functionality would significantly increase the amount of
behaviour that could be delegated to agents (and teams of agent) in theatre-level
wargames, as the puckster would have the ability to dynamically interact with the
agents.

To summarise, in terms of human/agent collaboration, the BDI execution model
exhibits the following limitations:

e Interruption of plans is not supported.

e Goal representation is implicit and transient, with goals modelled as events that are
not persisted. Consequently, goals are not inspectable.

e Depending on how beliefs are stored, they may be inspectable. However, no dis-
tinction is made in the BDI model between individual agent beliefs, shared agent
beliefs and beliefs that are shared by agents that are collaborating on a particular
goal execution.

Additional insight can be gained into the requirements of human/agent collabora-
tion by considering the more general problem of Activity Based Computing (ABC),
where human/human collaboration is mediated by a shared computational workspace.
Furthermore, one can reasonably expect the key requirements for human/agent col-
laboration to be a subset of the requirements for ABC. Activity Based Computing was
conceived by Norman, one of the pioneers of HCI. However, realisation of the concept
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was left to others, most notably Bardram and his colleagues [10]. ABC is of particular
relevance to the current research problem because it is concerned with the support that
people need when working on a shared computational activity. While our interest is in
human/agent collaboration rather than human/human collaboration, the key require-
ments that ABC imposes on shared activities, namely suspension and resumption,
context awareness and inspectability also apply to goal executions that are to be shared
with humans. It is also of interest that Norman [11] has identified goals as being an
appropriate conceptualization for reasoning about activity. However, this conceptual-
ization is not present in Bardram’s current work.

Based on Chen’s SAT model, Bardram’s work and reflection on our experience in
developing multi-agent applications for military wargaming, the following key func-
tional requirements for effective human/agent collaboration have been identified. In
particular, in order to satisfy SAT Level 1 and 2 functionality, a human must be able to

(1) Delegate goal execution to an agent

(2) Suspend and resume a particular goal execution

(3) Determine why an agent has chosen to pursue a particular course of action.

(4) Inspect beliefs relevant to a particular goal execution and if appropriate, make
modifications.

(5) Inspect the goals that an agent has committed to pursue and if necessary, add new
goals, delete existing goals or modify the execution order

Additional functionality such as goal replay, goal re-execution with modified
context and persistence of goal execution state may be beneficial in some circum-
stances and particularly at SAT Level 3. However, as our immediate focus is SAT
Levels 1 and 2, such functionality is deemed to be out of scope. Also note that
requirement 2 (suspension and resumption of goal execution) is a prerequisite for
requirements 3-5 and hence constitutes the key focus of this paper.

3 Gorite

GORITE is an open source Java framework that provides class level support for the
development of agent applications that involve teams of BDI agents. Agents in
GORITE are modelled as Java classes that extend the structural framework classes
(Performer and Team). Agent behaviour is specified in terms of goal-based process
models, which are code-level constructs that employ the behavioural framework classes
(Goal and its sub-classes). Below is the specification from the case study for the
platoon performer’s path traversal goal.
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private Goal traversePath() {
return new SequenceGoal (TRAVERSE PATH, new Goall[]({
new Goal ("process percept") {

@Override

public Goal.States execute(Data d) {
System.err.println ("Execution started");
Path p = (Path) d.getValue (PERCEPT) ;
d.setValue (PATH, p);
String ename = (String) d.getValue (EXECUTION) ;
Execution e = etable.get (ename);
e.state = State.RUNNING;
String m = timeStamp () +tename+" : Execution Started";
etable.inform( ename, m, e.state.name() );
etable.inform( "log", m, null );
return Goal.States.PASSED;

I

new LoopGoal ("visit waypoints", new Goall[]{
traverseSegment (),
trackProgress(),
checkpoint (),

Note that the path traversal goal specifies both the activities required to achieve the
goal and the coordination requirements for those activities. Both facets are specified
explicitly and uniformly using GORITE goal class instances (e.g. Goal, Sequen-
ceGoal, LoopGoal in the method above). The resulting traversal goal instance can
then be executed on behalf of the goal owner by a separate executor object, which
traverses the goal instance graph and at each node (which is an object of type Goal)
invoking its execute () method. BDI execution semantics are preserved, with the
agent still able to choose between courses of action to achieve a goal or to reconsider
how a goal might be achieved. Team goals are specified in terms of roles which are
filled by team members; team goal execution is then managed by a single executor on
behalf of all the participating team members. During the goal graph traversal process,
the executor makes available to the participants in the execution a shared data context,
thus providing for a clear separation between an agent’s individual beliefs and those
that it shares with other agents involved in the goal execution.

In traditional BDI frameworks, execution is agent focused — an individual agent (or
an agent team) determines what plan to perform in order to achieve its current goal.
This determination is done in the absence of any explicit representation of currently
active or future intentions. In GORITE, the focus is shifted from an individual agent
pursuing its current goal to an individual agent being a participant in the achievement
of a larger system-level goal. We would argue that any practical agent framework
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should provide support for both perspectives. That is, an agent needs to be able to
operate as part of a larger whole while at the same time, progressing its own goals if
appropriate. In GORITE, this latter behaviour is supported through the concept of a
ToDo group. Each performer can maintain a ToDo group, which is a list of the
intentions that it is currently pursuing or has decided to pursue in the near future.
Within a ToDo group, only one intention is progressed during a time slice — that is the
intention that is at the top of the list. However, prior to the executor progressing the top
intention at the beginning of a time slice, meta-level reasoning can be invoked to
determine which intention is to be progressed in the next time slice. ToDo groups can
also be used to model reactive behaviour, including user interaction. In this respect,
GORITE provides a Perceptor class that can be used by a performer to add goals to
its ToDo group when particular events occur. In [3], perceptors were used to model
incoming manufacturing orders and requests for sensor team reformation. However,
they also provide a convenient mechanism for user-initiated goal execution. The
traversal goal is added to the company performer’s ToDo group via the Company .
start () method:

public void start (String ename,String gname,Object percept,Data d)
{
System.err.println ("Execution to be started"):;
Execution e = new Execution (ename);
e.request = Request.START;
etable.put (ename, e);
String m = timeStamp () +ename+" : Traversal requested";
etable.inform( ename, m, e.state.name() );
etable.inform( "log", m, null );
d.setValue (EXECUTION, ename);
Perceptor perceptor = perceptors.get (gname) ;

perceptor.perceive (percept, d);

The percept object is of type Path and contains the waypoints that the platoon is to
visit. This object is added to the data context (d) for the goal execution within the
Perceptor.perceive () method as a data element with the default name of
PERCEPT. For convenience, the path object was made available to the goal execution
as an element in the data context called PATH in the traversal goal definition provided
earlier. The perceive () method also adds the goal to the company’s ToDo group. In
this instance, start () is invoked by a method chain originating in the action listener
for the Start button in the application GUI. Note that multiple goals can be added to the
ToDo group and that these goals can be executed either sequentially, or through the use
of meta-goals, concurrently. For a more complete description of the GORITE execution
model, the reader is referred to [3].
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4 Human/Agent Collaboration

In the previous section, it has been demonstrated how goal execution can be initiated
by a human using the GORITE preceptor. While this constitutes an essential first step
in the achievement of human/agent collaboration, it constitutes only one of the
requirements identified in Sect. 2. As indicated in Sect. 2, the key requirement in terms
of providing effective human/agent collaboration is requirement 2 — suspension and
resumption of goal execution.

In GORITE goal execution is time-sliced and within a ToDo group, meta-goals can
be employed to determine which goal in the ToDo group should be progressed next.
However, one then has the problem of determining how to suspend goal execution,
perhaps by executing a blocking goal and more importantly, when to suspend exe-
cution. The ideal is for goal execution to be interrupted at well-defined points which we
refer to as checkpoints and this is the approach that we have employed in the waypoint
traversal example. As indicated in the traversal goal definition in the previous section, a
checkpoint goal is performed whenever a waypoint is reached. This goal passes if there
are no user requests. If there is a suspension request, then the goal blocks until a
resumption request is issued by the user:

Goal checkpoint () {
return new Goal ( "checkpoint" ) {
@Override
public Goal.States execute(Data d) {
String ename = (String) d.getValue (EXECUTION) ;
Execution e = etable.get (ename);
switch (e.request) {
case PAUSE:
if (e.state == State.RUNNING) {
System.err.println ("Execution paused");
e.state = State.PAUSED;
String ml = timeStamp () tename+" : paused";
etable.inform( ename, ml, e.state.name() );
}
return Goal.States.BLOCKED;
case CONTINUE:
if (e.state == State.PAUSED) {
System.err.println ("Execution resumed");
e.state = State.RUNNING;
String m2 = timeStamp () tename+" : resumed";
etable.inform( ename, m2, e.state.name() );
}
return Goal.States.PASSED;
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While goal execution is blocked, the user is able to inspect and modify the data
context, which contains the data elements relevant to the goal execution. In our
example, the relevant data are the waypoints, and a simple GUI is provided to enable
the user to modify future waypoints:

The data context is also an appropriate structure in which to hold explanations as to
how the agent has arrived at the current execution point. In this regard, providing a goal
trace would constitute a good starting point. If the ToDo group contains multiple goals,
then in a similar way, the ordering of the goals can be modified, existing goals removed
and new goals added. An example of ToDo group manipulation is provided in [3].

=) o || B ] &R

Execution Name |execution1

Path <0,0>

:<10,10>
<20,20>
<30,30>
. <40,40>
<50,50>

AR

r
|

| | Remove ‘
X [ ' Add |
|

Set J \ Exit ]

Index

Fig. 1. The waypoint modification GUI
5 Conclusion

The motivation of this work has been to demonstrate that the GORITE BDI framework,
through its explicit goal representation and corresponding execution model, supports
the key requirements for human/agent collaboration and can be used to develop SAT
agents. Through the use of a simple but representative example, the ability for humans
to initiate, suspend and resume GORITE agent activity has been demonstrated. The
ability to inspect and modify the data associated with the goal execution has been
demonstrated. If a GORITE agent is intending to pursue multiple goals (either con-
currently or sequentially), the goals in its ToDo group can be manipulated by a col-
laborating human. This particular aspect of human/agent collaboration was not
included in the simplified example used in this paper. From a modelling perspective,
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the concept of goal execution underpins the requirements identified in Sect. 2 for
effective human/agent collaboration. This concept is captured in the application
through the Execution class and the checkpoint goal, which now form the basis of a
generic goal execution capability for the GORITE framework.

Using GORITE to develop effective SAT agents will be an ongoing activity. Chen
et al. have demonstrated that the transparency provided by SAT-enabled agents is
beneficial in terms of human operator effectiveness. The tasks involved in these studies
were relatively straightforward; a key challenge, we believe, will be in the scaling up of
human/agent collaboration to address more complex problems. In particular, while
GORITE may provide a basic set of building blocks for creating transparent agents,
what is not clear is how these agents should be constructed and what additional support
should be provided at the framework level. The goal execution concept has proven
useful both in this work and in other related applications (manufacturing and medical
prescribing) which suggests that such an abstraction is generally useful and should be
supported at the framework level. Visualisation is another example where generic
support could be provided — for instance using interactive Gantt charts as a vehicle for
goal management rather than a conventional GUI-based approach as exemplified by
Fig. 1 could be beneficial in terms of the user experience. Also we would see integration
with simulation as a key element in the delivery of functionality at SAT Level 3.
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Abstract. Humans appraise the environment in daily life. We are imple-
menting appraisal mechanisms into reinforcement learning agents. One
of such mechanisms we proposed is the utility-based Q-learning, which
learns behaviors from subjective utilities derived from payoffs the agent
gains and a utility-derivation function the agent has. In the previous
work, we know that payoff-based evolution brings utility-derivation func-
tions that facilitate mutual cooperation in iterated prisoner’s dilemma
games. However, the evolution process itself has not yet been known
well. In this work, we investigate the process in terms of what determines
the evolution direction. We introduce two metrics showing preference of
actions based on the evolved subjective utilities, which divide the evolu-
tion space into four regions. In each region, the metrics will explain the
evolution directions.

Keywords: Multi-agent reinforcement learning - Reward appraisal
Prisoner’s dilemma - Genetic algorithm - Evolutionary process

1 Introduction

We humans do not accept the surrounding environment as it is, but appraise it in
daily life. Such appraisal mechanisms are changing our behaviors. For example,
humans are able to cooperate with each other because we create a kind of rewards
for cooperation in our brains [1]. On the other hand, let us consider human-
like autonomous computer programs called agents learning their behaviors with
reinforcement learning. It is difficult for them to learn cooperative behaviors
from given rewards [2] because they are reward-maximizers.

Moriyama [3] proposed the utility-based reinforcement learning concept
where an agent learns behaviors from not rewards but wutilities derived by a
utility-derivation function it has. The function is a kind of appraisal mecha-
nism. That work showed a condition of the function giving mutual cooperation
in iterated prisoner’s dilemma (IPD) games. Later, Moriyama et al. [4] showed
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that such mutually cooperative utility-derivation functions were given by evo-
lutionary computation whose fitness was the sum of rewards. In other words,
the cooperative appraisal mechanisms were evolved in an environment where
the agents should be reward-maximizers. In addition, interestingly, the evolved
functions had a specific structure in the space of utility-derivation functions.
However, unfortunately, that work did not yet investigate in detail the evolution
process itself showing why and how such a structure evolved.

Therefore, this work investigates the evolution process itself. In order to make
it easier, we first introduce two metrics showing preference of actions under an
assumption that the opponent takes actions evenly. After that, we investigate
the process using the metrics.

Human appraisal mechanisms are fast, intuitive methods for decision making.
Hence, for example, similar mechanisms will be needed in robot control in an
open environment that requires immediate decisions one after another. This work
helps us understand the mechanisms.

This paper consists of six sections. Section 2 is a preliminary section introduc-
ing IPD games, Q-learning, and the utility-based Q-learning. In Sect. 3, we pro-
pose the metrics. In Sect. 4, we show the experiment where the utility-derivation
functions evolved and analyze the result in detail with the metrics. Sectionb
refers to some related works. Finally, this paper is concluded in Sect. 6.

2 Preliminaries

2.1 Iterated Prisoner’s Dilemma Games

A prisoner’s dilemma game [5] is a game where two players simultaneously
choose their actions, either cooperation (C) or defection (D), and receive pay-
offs r € {T, R, P, S}, respectively. The payoffs satisfy the following conditions:
T > R > P > S. The relation between their actions and their payoffs is shown
in Table 1. This table shows that if each player pursues individual rationality,
mutual defection occurs and both of them receive a payoff P smaller than R,
the payoff of mutual cooperation.

An iterated prisoner’s dilemma (IPD) game is that the players play a pris-
oner’s dilemma game iteratively. The payoffs satisfy 2R > T + S. IPD is fas-
cinating researchers for decades and gives us a good example where appraisal
should be different from payoffs.

Table 1. Payoff table of a prisoner’s dilemma game. The players are given payoffs
determined by the combination of their actions, i.e., C' and D. The row player receives
the left payoffs, while the column receives the right ones.

Row\Column | C D
c R,R S, T
D T, PP
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2.2 Q-Learning

Q-learning [6] is one of the most famous reinforcement learning algorithms. In
Q-learning, an agent chooses its action a; based on an action value Q(st,ay)
from available actions in the current state s; at each time step ¢. After that, the
agent receives a reward 7,41 from the environment and the state changes to the
next sy1+1, and then the action value Q(s¢,a;) is updated as follows:

Q(s¢,ar) — Q(s¢,at) + ady,
0 = req1 + 7 max Q(st41,0a) — Q(st,at),

where « is a learning rate and v is a discount rate. The agent will learn the
optimal behavior without any explicit instructions, i.e., labels.

2.3 Utility-Based Q-Learning

Utility-based Q-learning [3] is an extension of Q-learning where a subjective
utility w derived from a reward r from a utility-derivation function u(r) is used
as follows:

Q(s¢,at) «— Q(s¢,a1) + by,
O = u(regr) + VméiXQ(StJrla a) — Q(s¢,ar).

(1)

In IPD games, Moriyama et al. [4] evolved coefficients of a cubic utility-
derivation function and obtained subjective utilities leading to mutual coopera-
tion. We will examine it in Sect. 4.

3 Action Tendency

Moriyama et al. [4] showed that the evolved subjective utility-derivation func-
tions had a specific structure. However, unfortunately, they did not yet investi-
gate in detail the evolution process itself showing why and how such a structure
evolved. Therefore, this work investigates the evolution process itself.

Since the evolution changes the subjective utilities of each agent and the
utilities change the agent’s behaviors, we focus on the relation between the sub-
jective utilities and behaviors in each agent. We first define two metrics, col-
lectively called “Action Tendency”, which shows preference of actions under an
assumption that the opponent takes actions evenly. The metrics are called “coop-
erativeness” and “conformity”. We next define “Dominant Action Tendency”,
which determines which metric gives more influence on an action choice.

3.1 Cooperativeness
Let the agent’s action be X € {C, D}. We define a function u,, for an action X
as follows:

u(R) 4+ u(S)

"ol = w) L

2

it X =C,

otherwise, i.e., X = D.
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It shows a subjective utility of each action under an assumption that the oppo-
nent chooses one of the actions evenly. We say that the agent is cooperative if
Uep(C) > uep(D) and defective otherwise.

Next, we define the cooperativeness metric m.p,, which shows the relation
between u.,(C) and uc,(D), as follows.

Uc'p(c) .
mcp = ucp(D) lf ucP(D) 7é 07

uep(C)  otherwise.

We say that the agent is cooperative or defective using the metric as follows.

Mgy > 1 if ugy(D) > 0,

ti if ep > 0if uep(D) =0,
The agent is cooperative if ¢ mc, > 0 if ue (D)

(2)

mep < 1 otherwise,

defective otherwise.

Note that m,, shows the strength of preference. For example, if m., > 1 when
Ucp(D) > 0, the agent is strongly cooperative; if m., < 1 when u.,(D) > 0, it
is strongly defective.

3.2 Conformity

Let us consider a statement I that means the agent’s action and the opponent’s
are identical. We define a function u.y for the statement I and —I as follows:

ey (1) = MO U]
Uep(—I) = 7U(T) ;u(S)

It shows a preference for taking a same action with its opponent under an
assumption that the action pairs happen evenly. We say that the agent is con-
forming if ucy(I) > ucr(—I) and anticonforming otherwise.

Next, we define the conformity metric m.s, which shows the relation between
Uer(I) and wucp (1), as follows.

UCf(I) .
— i uep (=) # 0,
Mef = 4 Uep (1) !

ucs(I)  otherwise.

We say that the agent is conforming or anticonforming using the metric as
follows.

Mmep > 1 if ucf(ﬂI) >0,
conformin, if >0if -1)=0
The agent is & Mef =21 ucf(. ) ’

mes < 1 otherwise,

anticonforming  otherwise.



