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To Soham 



Alles sollte so einfach 
wie möglich gemacht sein, 
aber nicht einfacher 

Introduction 

Everything should be done 
as simply as possible, 
but not more simply 

--- Albert Einstein 

This monograph is primarily written with the intention of presenting a 
systematic and comprehensive account of the Atiyah-Singer index theorem for 
beginners. It is inftuenced by the lectures and seminars at Mathematical Insti
tute, Oxford, during mid sixties by Professor Michael Atiyah and others, when 
I was a beginner there. 

The index theorem is aremarkable result which relates the solution space 
of an elliptic differential operator on a smooth compact manifold in terms of 
the symbol of the operator and purely topological information on the manifold. 
The importance of the theorem may be seen from the Abel Prize citation for 
Sir Michael Atiyah and Isadore Singer in 2004, which reads "The Atiyah-Singer 
index theorem is one of the great landmarks of twentieth-century mathemat
ics, influencing profoundly many of the most important later developments in 
topology, differential geometry and quantum field theory". Indeed, the index 
theorem has entered into the threshold of the physics of elementary particles 
in problems related to the gauge theories, and inspired physicists in presenting 
experimental proofs of some of their predictions, for example, the discovery of 
neutrius's diffusion reactions on matter, and the detection of charmed particles. 

Let X be a smooth compact manifold without boundary. Let E and F be 
smooth complex vector bundles over X. Let r(E) and r(F) be the spaces of 
smooth sections of these bundles, and P : r( E) -+ r( F) a differential operator. 
Let 7r : T* X -+ X denote the cotangent bundle of X, and 7r* E and 7r* F be 
the pull-back bundles over T* X. The principal symbol a(P) of Pis defined in 
terms of the coefficients of the highest order terms of the operator P leaving out 
alliower order terms. It provides a bundle homomorphism a( P) : 7r* E -+ 7r* F 
over T* X. The differential operator P is called elliptic if its principal symbol 
a(P) is such that, for each (x,~) E T*X, a(P)(x,~) is an isomorphism ofthe 
fibres over (x,~) if ~ is a non-zero vector of the cotangent space T;X, that is, 
outside the zero section of T* X. In this case, Ker P and Coker P = r (F) 11m P 
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are finite dimensional vector spaces, and the analytic index of P, denoted by 
ind P, is defined to be the integer dim Ker P - dim Coker P. 

On the other hand, the topological index of P , denoted by t-ind P, is a 
number (a U ß)[X], which is obtained by evaluating the cup product of certain 
cohomology classes a and ß of X on the fundamental homology class [Xl of 
x. The class a depends on P, while the classes ß and [Xl are independent 
of P. The class ß is actually Hirzebruch's A-genus of X, A(X), wh ich is a 
polynomial with rational coefficients in Pontrjagin cohomology classes of X. 
The index theorem states t hat ind P = t-ind P. The essence of the theorem is 
that ind P is given in terms of purely topological data of X. 

This remarkable theorem took its shape after some experiments. In 1962, 
Atiyah and Singer introduced the concept of the Dirac operator on a Riemann
ian manifold , generalizing Dirac's equation for a spinning electron. This is an 
elliptic operator on a Clifford bundle with connection over a Riemann~n spin 
manifold. They conjectured that the index of the Dirac operator is the A-genus 
of the spin manifold, and finally proved the conjecture using a method based 
on Hirzebruch's proof of the signature theorem. This answers a question of 
Atiyah with which he initiated this research. The answer is that the A-genus 
of a spin manifold is an integer. Of course the answer was established earlier by 
A. Borel and F. Hirzebruch, however, the formulation of the problem and its 
proof by Atiyah and Singer are more elegant and have been highly influential. 

Subsequently, Atiyah and Singer followed up their ideas to study a gen
eral elliptic operator on a smooth manifold, and in 1963 they announced the 
index theorem with a sketch of its proof which is an extension of Hirzebruch's 
arguments using Thom's cobordism theory. They never published the proof in 
full form, and the proof was published by Palais in 1965 as an outcome of a 
seminar run by him at Princeton U niversity. 

The idea of this proof may be described roughly as follows. Consider the 
cobordism ring generated by equivalence classes of pairs (X, V), where X is a 
smooth compact oriented manifold and V is a smooth vector bundle on it, and 
the ring operations are disjoint union and product of manifolds with obvious 
operations on the vector bundles. This is same as the cobordism ring of compact 
oriented manifolds, except that manifolds have vector bundles on them. One 
checks that the analytic and topological indices are homomorphisms of this 
ring, and they are the same on a particular set of special generators, provided 
by Thom's cobordism theory. Therefore the indices are equal. 

In 1969 Atiyah and Singer published a second proof of the theorem, where 
the cobordism theory is replaced by K-theory making it more direct and suscep
tible to further generalizations. Although the proof is very difficult, the clever 
strategy of the proof can be described in simple language. For an embedding 
i : X --+ Y of smooth compact manifolds, one constructs a "push-forward map" 
i* from the space of elliptic operators on X to the space of elliptic operators on 
Y such that ind P = ind i* (P) for an elliptic operator P on X. Then taking Y 
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as some sphere, where X embeds in, the index problem reduces to the case of 
a sphere. Next taking X to be a point in a sphere Y, the problem can furt her 
be reduced to that of a point, where the solution is trivial. 

This book is an attempt to describe the second proof of Atiyah and Singer 
and some of its applications, with a view to providing a clear understanding of 
the index theorem and the ideas surrounding it. This is the most powerful index 
theorem whose elegance lies in its simplicity and generality. In this volume we 
have not treated the alternative heat equation approach to the index theorem 
in local geometrical terms by Atiyah, Bott and Patodi, and postponed the topic 
and its furt her simplifications, for a future second volume. The local form of 
the index theory is important for manifolds with boundary and non-compact 
manifolds. 

The materials are organized into nine chapters, the brief descriptions of 
which would run as follows. 

Chapter 1 deals with K-theory of complex vector bundles giving all ele
mentary concepts required for understanding the subsequent chapters. Chap
ter 2 introduces Fredholm operators between separable complex Hilbert spaces, 
gradually going into the realm of K-theory. Here we prove the Atiyah-Jänich 
theorem, which identifies the K-group K(X) with the set of homotopy classes 
of families of Fredholm operators on X, We then prove the subsidiary Kuiper 
theorem on contractibility of the group of invertible elements in certain Banach 
space of operators. 

Chapter 3 gives the first flavour of the index theorem for a Toeplitz operator 
L f on the Hardy's space for unit circle defined by a complex valued non-zero 
smooth function f on the unit circle, which says that ind L f is the negative 
of the winding number of f about the centre of the unit circle, or the degree 
of f, which is a topological invariant. We then discuss the family of Toeplitz 
operators which leads to the index bundle. We then prove the Bott periodicity 
theorem for K-theory, and use this to prove the Thom isomorphism theorem 
for a complex vector bundle over a compact base space, and then over a locally 
compact base space. 

Chapter 4 starts with brief reviews of Sobolev spaces, pseudo-differential 
operators, and Fourier integral operators on Euclidean spaces. Then we trans
fer these concepts to compact Riemannian manifolds using partition of unity 
arguments. We discuss spectral theory of self-adjoint elliptic pseudo-differential 
operators. Here we also consider heat operator with the heat kernel and the 
index. We have made this chapter self-contained assuming only basic analysis. 

Chapter 5 is on the theory of characteristic classes. We first prove the 
existence and uniqueness of Chern classes in general, then pass on to the 
differential-geometrie derivation of the Chern classes of a smooth vector bundle 
with a connection over a smooth manifold, using the Chern-Weil construction. 
In Chapter 6 we introduce Clifford algebra which is necessary for the definition 
of spin structure on a manifold and Dirac operator on a bundle of Clifford 
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modules with a connection. In Chapter 7 we present elementary equivariant 
K theory, and corresponding Bott periodicity theorem and Thom isomorphism 
theorem. We then discuss the localization theory. 

Finally in Chapter 8 we prove the K-theoretic index theorem. Chapter 9 
gives the cohomological formulation of the index theorem and some applica
tions. The applications include signature theorem, Riemann-Roch-Hirzebruch 
theorem, Atiyah-Segal-Singer fixed point theorem, etc. 

The prerequisites for reading this book are as follows. We presume a basic 
knowledge of algebraic topology, and a knowledge of fibre bundles with ob
struction theory, differential geometry with differential forms and connection 
on vector bundles. In algebra we assurne linear algebra, exterior product and 
tensor product, also basic representation theory of finite groups and compact 
groups. In analysis we need basic knowledge of Banach spaces and Hilbert 
spaces, Haar integration over compact Lie groups. 

I am thankful to the Department of Science and Technology, under the 
Ministry of Science and Technology, Government of India, for providing me 
with a grant for writing this monograph. I express my deep gratitude and 
appreciation to the Director of the Indian Statistical Institute, for his unstint
ing help throughout the per iod of this work. I would also like to thank the 
participants of my lectures for their interest in this book. 

Stat-Math U nit 
Indian Statistical Institute 
Calcutta 
April, 2012 

Amiya Mukherjee 
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CHAPTER 1 

K-Theory 

K-theory is a cohomology theory for vector bundles. It studies a functor 
K from the category of compact topological spaces to the category of abelian 
groups. If X is such aspace, and Vect(X) is the semigroup of isomorphism 
classes of vector bundles over X, then K(X) is the Grothendieck group com
pletion of Vect(X). The functor K satisfies all the Eilenberg and Steenrod 
axioms for a cohomology theory, except the dimension axiom which specifies 
the cohomology of a one-point space. 

We begin by reviewing some essential features about vector bundles. A 
more detailed account may be found in Atiyah [4]. The not ion of general fibre 
bundles may be obtained from these by leaving out the role of linear algebra 
from the picture, replacing vector spaces and linear maps whenever they appear 
by topologie al spaces and continuous maps. The proofs of the facts about fibre 
bundles, which we do not discuss here, are standard, and may be found in 
Steenrod [60], and Husemoller [34]. 

1.1. Vector bundles 

A vector bundle (complex, unless it is stated otherwise) of rank k, or a k
plane bundle, E over a topologie al space X is a locally trivial family of vector 
spaces indexed by X with the help of a continuous surjective map 7f : E ----+ X 
so that for each x E X the fibre Ex = 7f-1(X) is a complex vector space of 
dimension k. The terms 'locally trivial farnily' signify that each x E X has 
an open neighbourhood U such that 7f- 1(U) is homeomorphic onto U x Ck so 
that the fibre E y is mapped linearly and isomorphically onto {y} x C k for each 
y E U. The space E is called the total space, X the base space, and 7f the 
projection of the bundle. 

The local triviality condition assures that there is an open covering {Ui } of 
X and homeomorphisms CPi : 7f -1 (Ui ) ---t Ui X Ck such that the homeomorphism 
CPj 0 cpi 1 of (Ui n Uj ) x Ck defines a map from Ui n Uj to the group GLk(C) 
of linear automorphisms of C k . It follows that dim( Ex) is a locally constant 
function on X, and therefore it is constant on connected components of X. 

The projection 7f : X x C k ---t X onto the first factor X is a vector bundle. 
This is called the product k-plane bundle, and is denoted by [k. A bundle of 
rank one is called a line bundle. 
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A homomorphism from a bundle 'Tr : E --> X to a bundle 'Tr' : E' --> X is a 
continuous map qy : E --> E' such that 'Tr' 0 qy = 'Tr, and qyx = qylEx : Ex --> E~ 
is a linear map for each x EX. Moreover, if qy is a bijection and qy-l is also a 
continuous map, then qy is called an isomorphism or a bundle map. In this case 
we say that E and E' are equivalent, and write E ~ E'. In fact, any bijective 
homomorphism is a homeomorphism, that is, a bundle map. A bundle E of 
rank k is called trivial if E ~ [k. 

In general, a morphism (qy, f) : E --> E' between vector bundles E and 
E' over different base spaces X and X' consists of a pair of continuous maps 
qy: E --> E' and f : X --> X' such that 'Tr' 0 qy = f 0 'Tr, and for each x E X 
the map qyx = qylEx : Ex --> Ej(x) is linear. 

The direct sum or Whitney sum of two bundles 'TrI : EI --> X and 
'Tr2 : E2 --> X is a bundle 'Tr : EI wE2 --> X, where 'Tr-1(x) = 'TrI 1 (x) W'Tr21 (x). 
Similarly we can define the tensor product EI ® E 2 , the bundle of homomor
phisms Hom(E1,E2 ), etc. The fibres ofthe bundles EI ®E2 and Hom(El,E2 ) 

over x E X are respectively 'TrI1(x) ®'Tr21(X) and Hom('Tr11(x),'Tr21(x)). The 
local triviality these bundles may be seen easily from the local triviality of the 
bundles EI and E 2 . 

Clearly, the tensor product is commutative and associative, in the sense 
that there are canonical isomorphisms 

EI ® E 2 ~ E 2 ® EI, (EI ® E 2 ) ® E 3 ~ EI ® (E2 ® E 3 ). 

Similarly properties also hold for the direct sumo 

Thc bundle Hom(E, SI) is called the dual bundlc of E, and is denoted by 
E*. There is a canonical isomorphism (E*)* ~ E. 

A section of a bundle 'Tr : E --> X is a continuous map 8 : X --> E such 
that 'Tr 0 8 = Idx . Note that a homomorphism qy : EI ---* E 2 of bundles over 
X is a section of the bundle Hom( EI, E 2 ) ---* X. Also the space of sections of 
a trivial bundle X x C k ---* X can be identified with the space of continuous 
maps X ---* Ck with the compact-open topology .. 

An n-plane bundle 'Tr : E ---* X is trivial, that is, E ~ X x Cn , if and only if 
it admits n sections 81, ... , 8n : X ---* E such that the vectors 81(X), ... , 8n (X) 
are linearly independent in the fibre 'Tr-1(x) for each x E X. 

If f : X --> Y is a continuous map between topological spaces, and 'Tr : 
E --> Y is a bundle, then the puH-back of E by f is the bundle 

'Tr' : j*(E) --> X, 

where j*(E) is the subspace of X x E consisting of pairs (x, v) such that 

fex) = 'Trlv) , and 'Tr' (x, v) = x. Th~re is a morphism (1, f) : f*(E) --> E 
given by f(x, v) = v such that each fx is a linear isomorphism. The morphism 

f is caHed the canonical morphism of the yuH-back. Any bundle morphism 
(qy, f) : EI --> E 2 can be factored as qy = f 0 qyl, where qyl : EI --> 1* (E2 ) is 
the bundle homomorphism given by qyl (v) = ('TrI (v), qy( v)). 



1.1. VECTOR BUNDLES 

Pull-backs verify the following properties : 

(1) Id*(E) ~ E, 

(2) (g 0 f)*(E) ~ j*(g*(E)), 

(3) j*(Ei ED E 2 ) ~ j*(Ed EB j*(E2 ), 

(4) j*(Ei 129 E2 ) ~ j*(Ed 129 j*(E2 ). 

3 

Similarly, we can define the pull-back of a bundle homomorphism. Let Ei, 
E2 be bundles over Y, and <jJ : Ei ---+ E 2 be a bundle homomorphism. Let 
f : X ---+ Y be a continuous map. Then the pull-back of <jJ by f is the bundle 
homomorphism 

1*<jJ : 1* Ei ---+ 1* E 2 , 

which is defined by (J*<jJ)(x,vd = (x, <jJ(vd) , where (x,vd E j*Ei C X X Ei. 

If E ---+ X is a bundle over X, and A C X is a subspace of X with inclusion 
i : A ---+ X, then the pull-back i* E ---+ A is called the restriction of E over A, 
and is denoted by EIA. 

The set of isomorphism classes of bundles over X is denoted by Vect(X). 
It is a commutative semiring under the operations EB and 129, with the zero 
element given by EO, and the multiplicative identity by Ei. 

A continuous map f : X ---+ Y induces a homomorphism of the semirings 

j* : Vect(Y) ---+ Vect(X). 

by pulling back vector bundles over Y to vector bundles over X. In fact, we have 
a contravariant functor from the category of topological spaces to the category 
of commutative semirings. The restriction of this functor to the subcategory of 
paracompact Hausdorff spaces is a homotopy invariant, because of the following 
homotopy property of the pull-back, as described in part (c) of the following 
lemma (parts (a) and (b) are used to prove part (c)). 

Lemma 1.1.1. Let E and F be vector bundles over a paracompact Haus
dorff space X, and A be a closed subspace of X. Then the following facts are 
true. 

(a) Any section s' of the vector bundle EIA can be extended to a section 
S of the vector bundle E. 

(b) Any homomorphism <jJ' : EIA ---+ FIA can be extended to a homo
morphism <jJ : E ---+ F. Moreover, if <jJ' is an isomorphism, then there is a 
neighbourhood U of A such that <jJIU : EIU ---+ FIU is an isomorphism. 

(c) If Y is another space and B is a vector bundle over it, and if ft : X ---+ Y 
is a homotopy, 0 :S t :S 1. then fo B ~ fi B. 

PROOF. (a) Cover X by a locally finite open covering {Ud such that each 
EIUi is trivial. Let {.Ai} be a partition of unity subordinate to this covering. 
Extend s~ = s'IA n Ui : An Ui ---+ Ck to Si : Ui ---+ Ck (k = rankE), by the 
Tietze-U rysohn extension theorem, which says that a continuous map from a 
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closed subspaee of anormal spaee U into a veetor spaee ean be extended to a 
eontinuous map over U. Then s = I:i AiSi is a seetion of E extending s'. 

(b) Extend the seetion rJ;' of the vector bundle Hom(E, F)IA to a seetion 
of the veetor bundle Hom(E,F). If rJ;' is an isomorphism, then byeontinuity 
there is a neighbourhood U of A sueh that rJ;IU is an isomorphism. Note that 
the subspaee of isomorphisms Iso(E, F) is open in Hom(E, F). 

(e) Let I denote the unit interval [0,1]. If I: X x 1---> Y is the homotopy 
defined by I(x, t) = h(x ), and p : X x l ---> X is the projeetion, then the bundles 
f* Band p* It B are isomorphie when restrieted to the closed subspaee X = 

X x {t} of X x I, and so they are isomorphie on a neighbourhood X x (t-5, t+5) 
for so me 5 > o. Therefore the isomorphism class of ft* B is loeally eonstant, 
and henee a constant function of t, showing that 10 B ~ Ir B. 0 

The lemma implies that if I : X ---> Y is a homotopy equivalenee, then 

f* : Vect(Y) ---> Veet(X) 

is an isomorphism of semirings. This follows, beeause if 9 is a homotopy inverse 
of I, then g* f* = (Idy )* = Id, and f*g* = (Idx )* = Id. In partieular, if Xis 
eontraetible, that is, if the identity map Idx is homotopie to a constant map, 
then every bundle over X is trivial, and Veet(X) is isomorphie to the semiring 
of non-negative integers. 

The lemma has another simple applieation. Let sn denote the unit n

sphere, and GLk(C) the general linear group of linear automorphisms of C k. 
Let [sn - I, GLk(C)] be the set of homotopy classes of eontinuous maps from 
sn-l to GLk(C), and Veetk(sn) the set of isomorphism classes of k-plane 
bundles over sn. 

Lemma 1.1.2. There is a bijection [sn-I, GLk(C)] ---> VectdSn ). 

PROOF. Write sn = D'.!' U D~, where D'.!' and D~ are the upper and lower 
hemispheres of sn 

D+ = {(X I ,X2,··· ,Xn+l) E sn: O:S; xn+l:S; I}. 

D"". = {(XI,X2,··· ,Xn+l) E Sn: - 1 :S; Xn+1 :s; O}, 

so that D'.!' n D~ = sn- I. Given a map 

I: sn- l ---> GLk(C), 

let E f be the quotient of the disjoint union D'.!' x Ck U D~ X Ck by the identifiea
tion of (x, v) E aD'.!' x C k with (x, I(x)(v)) E aD~ x Ck. Then 7r : E f ---> sn, 
where 7r([X, v]) = x, is a k-plane bundle (we shall prove this faet in a more 
general eontext in §1.4). The bundle Ef is said to be obtained by gluing or 
clutehing eonstruction; I is ealled a clutehing function for E f. Two homo
topie clutehing functions I, 9 : sn- l ---> GLk(C) produee isomorphie bundles 
Ef ~ Eg , beeause a homotopy h : sn- I X 1---> GLk(C) between land 9 gives 
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a bundle Eh -----+ sn X I by clutching construction such that Ehlsn X {O} ~ EI 
and EhlSn X {l} ~ Eg . Therefore we have a map 

cP: [sn-I, GLk(C)] -----+ Vectk(sn). 

On the other hand, if E -----+ sn is a k-plane bundle, then EID+ and EID'!' are 
trivial bundles, since D+ and D,!, are contractible. If J± : EID± -----+ D± X Ck 

are isomorphisms, then the map f _ 0 (J +) -lover sn- 1 gives a bundle map 
sn-l X Ck -----+ sn-1 X Ck, and thus defines a map f: sn-1 -----+ GLk(C). The 
homotopy class of f is well-defined, because the homotopy classes of f + and 
f - are well-defined. The proof uses the facts that D+ and D'!' are contractible, 
and GLk(C) is path-connected. Therefore we have a map 

1/J : Vectk(sn) -----+ [sn-I, GLk(C)]. 

Clearly, cP and 1/J are inverses of each other. D 

Remark 1.1.3. We may replace GLk(C) by the group U(k) of unitary 
matrices A, because U(k) is adeformation retract of GLk(C). Note that, by 
matrix polar decomposition, GLk(C) = U(k) X H(k), where H(k) is the set 
of positive definite Hermitian matrices. Since H (k) is a convex set in the real 
vector space ofHermitian matrices, it is contractible (see Steenrod [60], §12.13). 

Remark 1.1.4. Lemma 1.1.2 is not true for real vector bundles, because 
the corresponding general linear group GLk(lR) of linear automorphisms of lRk 

is not path connected. However , if we consider the path connected subgroup 
G L t (lR) of G L k (lR) consisting of matrices of positive determinant, and consider 
the semiring Vectt(sn) of equivalence classes of real oriented vector bundles 
over sn, then the same proof will show that there is a bijection 

[sn-I , GLt(lR)] -t Vectt(sn) . 

1.2. Classification of bundles 

Let Gk(cn) be the complex Grassmann manifold of k-planes in cn. The 
Stiefel manifold Vk (cn) of orthonormal k-frames in cn is a closed (and hence 
compact) subset of the product of spheres 

s2n-l X ... X s2n-l (k times). 

There is a natural projection p : Vk(Cn ) -----+ Gk(Cn) mapping a k-frame onto 
the k-plane spanned by it. The space Gk(Cn) is given the quotient topology 
so that p becomes a continuous map, and Gk(Cn ) a compact space. The 
'tautological' k-plane bundle 7r : 'Y~ -----+ Gk(Cn) is defined by 

'Y~ = {(a, v) E Gk(Cn) X c n : v E a} and 7r(a, v) = a. 

Clearly 7r is continuous, and 7r- 1(a) ~ c k for a E Gk(Cn). 

Keeping k fixed, we have an increasing sequence of Grassmann manifolds 

Gk(Ck) C Gk(Ck+1) C Gk(Ck+2) C .... 
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induced by natural inclusions Cn C Cn +1 . The direct limit COO = UnCn is 
the space of complex sequences for which all but a finite number of terms are 
non-zero with the direct limit topology, where U c C OO is open if and only if 
U n Cn is open in Cn for each n .. 

The direct limit of the sequence of Grassmann manifolds is the infinite 
Grassmann manifold 

Gk(COO ) = Un 2k Gk(Cn ) 

with the direct limit topology. This space is called the classifying space of 
k-plane bundles, and is also denoted by BU(k). 

The universal k-plane bundle 7r : "'/ --+ BU(k) is defined by 

'l = {(a, v) E BU(k) x COO : v E a} and 7r(a, v) = a. 

Then .. ykIGk(Cn ) = ')'~. In fact, 

')'k = lim ')'~ = Un ')'~. 
n->oo 

Lemma 1.2.1. The projections 7r : ')'~ --+ Gk(Cn ), and 7r : ')'k --+ BU(k) 
are k-plane bundles. 

PROOF. We have to verify the local triviality. Suppose n is finite, and fix 
a Hermitian metric in Cn . Then for each a E Gk(Cn ), we have an orthogonal 
decomposition Cn = a EB a.l, and an orthogonal projection 7r", : Cn --+ a. 
Define 

U", = {ß E Gk(Cn ) : 7r",(ß) = a, or ß n a.l = {O}}. 

This is an open neighbourhood of a in Gk(Cn ), since 

p-l(U",) = {(VI,"" Vk) E Vk(Cn ) : (7r",(Vl),"', 7r",(Vk)) is a basis of a} 

is the open set Vk(Cn ) n 7r;;I(a) in Vk(Cn ) . 

Let (VI,'" ,Vk,Vk+1,'" ,Vn ) be an orthonormal basis of Cn so that 
(VI, ... ,Vk) is a basis of a, and (Vk+l,'" ,vn ) is a basis of a.l. Each 
ß E U", determines a unique orthonormal basis (WI, . .. , Wk) of itself such that 
7r",(wd = Vi. This gives a section U", --+ p-l(U",), which is clearly continuous. 
Define a linear isomorphism 

Tß: Cn --+ Cn 

by Tß(v) = 7r",,(v) if V E ß, and Tß(v) = v if V E a.l . Clearly the map 

T : U", --+ GL(Cn ), 

which maps ß to Tß, is continuous. 

Then the map cP", : U", xa --+ p-l (U",,) defined by cP",(ß, w) = (ß, Tß -1(w)) 
is continuous, and it has a continuous inverse given by cP -;/ (ß, v) = (ß, 7r '" ( v)). 
This proves the local triviality for the bundle ')'~, since U", x a ~ U", X Ck . 

For the infinite case, suppose a E BU(k), and 7r", : COO --+ a be the 
orthogonal projection. Define U = {ß E BU(k) : 7r",(ß) = a}. This is an 
open set of the direct limit topology in BU(k), because U n Gk(Cn ) = U"" is 
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open in GdCn ) for each n. Define<p: U x a ------7 p-1(U) as in the case of 
finite n. Then <p is continuous, bccause <Po: = <p1U0: is continuous for each n. 
Similarly <p- 1 is continuous. Thus <p is a homeomorphism. 0 

The classification theorem of k-plane bundles is 

Theorem 1.2.2. If X is a paracompact Hausdorff space, then the corre
spondence [J] f--t [!*,k] sets up a natural bijection 

cI> : [X, BU(k)] ------7 Vectk(X). 

PROOF. First note that if 1T : E ------7 X is a k-plane bundle, then E ~ !*,k 
for some f : X -+ BU(k) if and only if there is a map 9 : E ------7 C= which 
is a linear monomorphism on each fibre of E. The map 9 is called a Gauss 
map for E. The assertion follows easily. On one hand, if <p : E ------7 !*,k is 
a bundle equivalence, and p : .-yk ------7 C= is the projection p(a, v) = v, then 

pl<p is a Gauss map for E, where 1 : !*'l ------7 ,k is the canonical bundle 
morphism of the pull-back. On the other hand, if 9 : E ------7 C= is a Gauss 
map for a k-plane bundle E, then there is a bundle morphism (<p, f) : E ------7 ,k 
which is isomorphie on each fibre, where f : X ------7 BU(k) is defined by f(x) = 

g(1T-1(X)), and <p: E ------7 "'/ is defined by <p(v) = (f1T(V),g(v)). Then <p factors 
into a bundle equivalence E ~ !*,k, as defined earlier in §1.1 in connection 
with pull-back. 

Next construct a Gauss map 9 for a k-plane bundle E in the following way. 
Take a locally finite open covering {Ui } of X such that each ElUi is trivial. 
Let c!Ji : EIUi ------7 Ui X Ck be the isomorphisms, and Pi : Ui x Ck ------7 Ck be 
the projections. Let P.i} be a partition of unity subordinate to the covering 
{Ui }, and gi : EIUi ------7 Ck be the map v f--t Ai(1T(V)) . Pi<Pi(V). Then 9 = 

Li gi : E ------7 C= is the required Gauss map. This proves that the map cI> is 
surjective. 

The proof of the injectivity proceeds as follows. Let j+, j_ : cn ------7 C= 
be the linear monomorphisms given by 

j+(z) = (0,ZI,0,Z2, ... ,0,zn,0,0, ... ), 

j_(z) = (ZI,0,Z2,0, ... ,zn,0,0,0, ... ), 

where z = (ZI, ... ,Zn) E cn. Then Id C::' j+, and Id C::' j_ by the homotopies 
h± : cn x [0,1] -+ C= given by 

h± ( z, t) = (1 - t) . z + t . j ± ( z ) , 

which are linear monomorphisms for each t. 

Suppose that for a bundle 1T : E ------7 X and two maps 10, h : X ------7 BU(k), 
we have isomorphisms E ~ fo,k and E ~ li,k. Let go, gl : E ------7 C= be the 
corresponding Gauss maps so that 10(x) = gO(1T- 1(:r) and h(x) = gl(1T- 1(X)), 
x E X. Then j+gO and j-gl are homotopic through linear monomorphisms 
gt= (1 - t)j+go + tj-gl. Then!t = gt(1T- 1(X)) is a homotopy between 10 and 
h. This proves the injectivity of cI>. 0 
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A simple consequence of the classification theorem is the following result. 

Lemma 1.2.3. For any bundle E over X, there is a bundle E' over X 
such that E EB E' is trivial (E' is called a complementary bundle 01 E). 

PROOF. Let 1 : X -----+ Gk(Cn ) be the classifying map for E, so that 
E ~ f*b~). Consider the complementary bundle 7f: 1'~ -----+ Gk(Cn ), where 

1'~ = {(W,x) E Gk(Cn ) X Cn : x 1.. W} and 7f(W,x) = W 

We have a bundle equivalence <jJ : I~ EB 1'~ -----+ [n over Gk(Cn ), where the 
isomorphism<jJ is given by <jJ((W, x), (W, x')) = (W, x + x'). Let E' = f*(1'~). 
Then 

E EB E' ~ f*b~) EB f*(1'~) ~ f*b~ EB 1'~) ~ [n. 

This establishes the assertion. o 

1.3. The functors K and K 

The ring completion of a semiring S is a pair (K(S), 0:), where K(S) is a 
ring and 0: : S -----+ K (S) is a semiring homomorphism such that if ß : S -----+ 

R is any semiring homomorphism into a ring R, then there is a unique ring 
homomorphism I : K(S) -----+ R with 1 0 0: = ß. The ring K(S) satisfying this 
universal property is called the Grothendieck ring of S. It follows that if K(S) 
exists, then it must be unique up to isomorphism. 

The existence of K (S) may be seen by the following construction. Consider 
the product S x Sand an equivalence relation", on it defined by (al, bI) ~ 
(a2, b2) if and only if there exists cES such that al + b2 + c = a2 + bl + c. 
Then K(S) is the quotient S x SI "'. This is a ring where the ring operations 
are defined by [al, bI ] + [a2, b2] = [al + a2, bl + b2] and [al, bI ] . [a2, b2] = 

[ala2 + blb2, alb2 + bla2]. The negative of [a, b] is [b, a], and the zero is [0,0]. 
The semiring homomorphism 0: : S -----+ K(S) is given by o:(a) = [a,O]. Note 
that this is exactly the method of constructing the ring of integers Z from the 
semiring of natural numbers N. 

Alternatively, we may define K(S) in the following way. Let F(S) be the 
ring generated by the elements of S as a free abelian group, together with 
multiplication extended from that of S. Then K(S) is the quotient of F(S) 
modulo the ideal generated by the elements of the form (a + b) - a - b, a, b E S. 
Here the homomorphism 0: is the restrietion to S of the canonical projection 
F(S) -----+ K(S) of the quotient ring. 

These constructions give isomorphie K (S), by the universal property. In 
each case, we may represent an element of K(S) as a difference o:(a) - o:(b) 
where a, b E S. 

For a compact space X, we define K(X) as the ring completion of the 
commutative semiring Vect(X) of equivalence classes of complex vector bundles 
over X. The multiplicative identity 1 in K(X) is represented by [1. 
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An element [E] - [F] of K(X) is called a virtual bundle. It can also be 
written as [H]- [En] for some bundle Hand integer n. For, we can find a bundle 
F' by Lemma 1.2.3 such that F (fJ F' ~ [n, and therefore, if E (fJ F' = H, then 

[E] - [F] = ([E] + [F']) - ([F] + [F']) = [E (fJ F'] - [F (fJ F'] = [H] - [[n]. 

A continuous map X ----7 Y induces a ring homomorphism K(f) 
K(Y) ----7 K(X) given by K(f)([E]- [F]) = [f* E]- [f* F]. The usual practice 
is to denote K(f) by f*. By Lemma 1.1.1, the homomorphism f* depends 
only on the homotopy dass of f. We have the functorial properties Id* = Id 
and (g 0 f)* = f* 0 g* coming from the corresponding properties of pull-back. 

We denote the rank of a bundle E by rk(E). This gives a semiring homo
morphism rk : Vect(X) ----7 Z, and this can be extended to a homomorphism 
rk: K(X) ----7 Z given by rk([E]- [F]) = rk(E) - rk(F), by the universal prop
erty. The integer rk(E) - rk(F) is called the virtual dimension of [E] - [F]. 
This may be positive, negative, or zero. Since for the multiplicative identity 
1 E K(X), rk([l) = I, we have a ring homomorphism B : Z ----7 K(X) such 
that B(n) = ren], for n ?: o. 

We define the reduced contravariant functor K by setting 

(1.3.1) K(X) = ker(rk : K(X) ----7 Z), 

and, for a continuous map f : X ----7 Y, K (f) 
f*IK(X). We have an exact sequence 

K(f)IK(X), or f* 

~ rk o ----7 K ( X) ----7 K ( X) ----7 Z ----7 0 

which splits as K(X) = K(X) (fJ Z, since (rk) 0 B = Idz . 

Definition 1.3.1. Two bundles E and F over X are called s-equivalent 
(or stably equivalent), written E ~ F, if E (fJ Ej ~ F (fJ [k for some j, k. 

This gives an equivalence relation on Vect(X). Note that isomorphie bun
dIes are s-equivalent, however s-equivalence does not imply equivalence. For 
example, any two trivial bundles are stably equivalent, but they are not equiv
alent unless they have the same rank. 

Another example is as folIows. If T(sn) and v(sn) are respectively the 
tangent and normal bundle of the n-sphere sn, then T( sn) (fJ v( sn) ~ En+ 1 and 
v(sn) ~ [1, and so T(sn) is stably trivial, however, T(sn) is not trivial unless 
n = l,3,or7. This follows from a result of Adams [1]. Here T(sn) and v(sn) 
are subbundles of the real trivial bundle sn X IRn+! over sn, where T(sn) = 

{(x,v) E sn X IRn+1 : X .1 v}, and v(sn) = {(x,tx) E sn X IRn+! : t E IR}. 
There is a bundle map T(sn) (fJ v( sn) ---+ sn X IRn+! given by «x, v), (X, tx)) f--t 

(X, V + tx). The line bundle v(sn) is trivial, since it admits a non-zero seetion 
sn ---+ v(sn) given by X f--t (x,tx) for a fixed t E IR, t =I- o. 
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Lemma 1.3.2. There is U!! isomorphism a fram the set of stable equiva
lenee classes in Vect(X) onto K(X), obtained by sending the stable class of an 
n-plane bundle E to the element [E] - rEn] E K(X). 

PROOF. Clearly, if a([E]) = a([F]), then E ::., F. Also a is surjective. To 

see this, take [E] - [F] E K(X). Then rkE = rkF. Find F' and n such that 
F ffi F' ~ [n . Then in K(X) we have 

[E]- [F] = [E] + [F']- ([F] + [F']) = [E ffi F']- rEn], 

and rk(E ffi F') = rk(F ffi F') = n. Therefore a(E ffi F') = [E] - [F]. 0 

Lemma 1.3.3. (a) Let E be a k-plane bundle over a CW-eomplex X of 
dimension n. Let m be a non-negative integer ~ k, and n ~ 2(k - m). Then 
E is isomorphie to F ffi Ern for some (k - m) -plane bundle F over X. 

(b) If EI, E 2 are k-plane bundles over a CW-eomplex X of dimension n 
sueh that EI ffi Ern ~ E 2 ffi Ern for some m > 0 satisfying the inequalities in 
part (a) above, then EI ~ E 2. 

Note that the case m = k says that a vector bundle over a point is trivial. 

In the proof of the lemma, we will encounter a fibre bundle. As mentioned 
earlier, its notion is obtained from the definition of a vector bundle by dropping 
a11 references to linear algebra. Thus the fibre is a topological space, linear maps 
are continuous maps, and linear isomorphisms are homeomorphisms. 

The proof uses fo11owing results from obstruction theory (Steenrod [60], §§ 
35- 37). 

Let (X, A) be a relative CW-complex with dirn (X - A) = n. Let F be a 
fibre bundle over (X, A) with fibre S2k-1, and 10 a section of FIA. Then the 
primary obstructions to a section I of F on X which agrees with fo on A lie in 
the cohomology groups Hi(X,A;7fi_ l(S2k-l)), i = 0, I, . .. ,n, and F admits 
such a section I if and only if a11 these obstructions are zero. Moreover, if F 
admits such a section, then the set of homotopy classes rel A of such sections 
corresponds bijectively with the elements of the group Hn(x, A; 7fn (S2k-l )). 

PROOF. (a) First suppose that m = 1 and n < 2k - 1. Let Eo ----; X be 
the fibre bundle of non-zero vectors of E. Its fibre is Ck - {O}, which has the 
homotopy type of S2k- l. Therefore, the primary obstructions to a section of 
Eo lie in the cohomology groups 

Hi(X, 7fi-l (S2k -l )), i = 0, 1, ... , n. 

Since S2k-l is (2k - 2)-connected, these obstructions are a11 zero if n < 2k - 1, 
so Eo has a non-zero section s, and any two sections are homotopic. Define a 
monomorphism rjJ : [1 ----; E by rjJ(x, >..) = AS(X), x E X, A E C (note that the 
section S is nowhere zero). Let F be the quotient bundle of rjJ which is Coker rjJ = 
EjrjJ([I). Now Ecan begivenaHermitianmetric, andsoE ~ rjJ([I) ffi (rjJ([I))..L 
and we have another quotient bundle (rjJ([I))..L of rjJ. Therefore E ~ [1 ffi F, 
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because any two quotient bundles of a monomorphism are isomorphie, by the 
five lemma. This proves the lemma in the special case m = 1. The general case 
for other values of m may be obtained by repeating these arguments. 

(b) As before, it is sufficient to prove the result for m = 1. The general 
case will then follow by induction. First, we assert that if qyl : [1 ---+ E and 
qy2 : [1 ---+ E are monomorphisms, then Coker qyl ~ Coker qy2' To see this, note 
that any monomorphism qy : [1 ---+ E is completely determined by a section S 
of the bundle 7r : Eo ---+ X, where s determines qy by qy(x, >..) = >..s(x), >.. E lR, 
and qy determines s by s(x) = qy(x, 1). Let SI : X ---+ Eo and S2 : X ---+ Eo 
be sections corresponding to qyl and QY2. Then SI and s2 define a section s' 
of the bundle 7r x Id : Eo x I ---+ X x lover X x {O} U X x {1} such that 
s'IX x {O} = SI and s'IX x {I} = S2 . The partial seetion s' extends to a full 
section s of Eo x lover X x I by the obstruction theory, since dim(X x 1) = 

n + 1 :::: 2k - 1. Then the section s defines a monomorphism 'ljJ : [1 ---+ E x I 
so that Coker'ljJ is a bundle over X x I with (Coker'ljJ)IX x {O} ~ CokerQYl and 
(Coker'ljJ)IX x {I} ~ CokerQY2' Clearly, this means that CokerQYl ~ CokerQY2, 
by an argument used in the proof of Lemma 1.1.1 (c). This proves the assertion. 

Therefore, if EI EB [1 ~ E 2 EB [1, then the natural monomorphisms 

[1 ---+ EI EB [1, and [1 ---+ E 2 EB [1 

have isomorphie cokernels, that is, EI ~ E2 . D 

Thus E ~ F EB [k-m for some m-plane~ bundle F if k > m and n :::: 2m, 
and so E and F give the same element in K(X). A k-plane bundle E over a 
CW complex X of dimension n is said to be in the stable range if k > m, and 
n :::: 2m for some m > O. In this case, E is stably equivalent to a bundle of 
lower rank m. On the other hand, if the rank k of E is smaller than m, then E 
is stably equivalent to E EB [m-k whose rank is m. Also if two k-plane bundles 
in the stable range are stably equivalent, then-they are equivalent; the converse 
is true in any way. 

Therefore if m is an integer 2': n/2, thcn 

K(X) ~ Vectm(X). 

In particular, if X = sn, then 

K(sn) ~ Vectm(sn), for m 2': n/2. 

By Lemma 1.1.2 and Remark 1.1.3, we have Vectm(sn) ~ 7rn -l(U(m)). 
Therefore K(sn) = 7rn-l(U(m)). 

The homotopy groups of U(n) are given as follows : 

7ri(U(I)) = 7ri(Sl) = Z, i = 1 

= 0, i ic 1, 

and if i < 2n, then 

7ri(U(n)) ~ 7ri(U(n + 1)) ~ 7ri(U(n + 2)) ~ ... ~ 7ri(U), 
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where U is the direct limit group 

U = lim U(n). 
n --.oo 

The first of the sequence of above isomorphisms follows from the exact homo
topy sequence of the principal bundle U(n) ---t U(n + 1) ---t s2n+1, since s2n+l 
is 2n-connected. The subsequent isomorphisms follow from this, and the last 
isomorphism is obtained by passing to the direct limit. 

We shall prove in Theorem 3.1.11 the Bott periodicity theorem for unitary 
groups, which says that if i 2': 1, then 7ri-l(U(n)) ~ 7ri+1(U(n)). Thus 

7ro(U) = 7ro(U(l)) = 0, 7rl(U) = 7rl(U(l)) ~ Z, and 

7ro(U) ~ 7r2(U) ~ 7r4(U) ~ ... = 0, 

7rl(U) ~ 7r3(U) ~ 7rs(U) ~ .. . = Z. 

These are called the stable homotopy groups of U. They are periodic of period 
2. Then we have the theorem 

Theorem 1.3.4. 

K(sn) = Z, if n is ° or even, 

= 0, if n is odd. 

We shall explore the theorem still further in the next section. 

1.4. Clutching construction 

The clutching construction described in the proof of Lemma 1.1.2 can be 
generalized. Let Xl and X 2 be compact spaces. and X = Xl U X 2, A = 
Xl nx2. Let 7ri: Ei ---+ Xi, i = 1, 2, be bundles, and 0:: EllA ---+ E21A a 
bundle isomorphism over A. Then there is a bundle 7r : E ---+ X, where E is 
the quotient of the disjoint union EI U E2 by the identification v == 0:( v) for 
v E E 1 IA, and 7r is the natural projection obtained from 7rl and 7r2. We write 
E = EI UO E2. We call (Ei ,o:) a clutching data on Xi' and 0: a clutching 
function. 

The local triviality of E may be seen as follows. This is clear at a point 
x E X - A. Therefore, let a E A. Let VI be a closed neighbourhood of a 
in Xl so that EIl VI is trivial by an isomorphism <PI : EIl VI ---t VI X Cn. We 
have then an isomorphism by restriction <P~ : EllVl n A ---t (VI n A) x Cn , 

and an isomorphism <P2 = <P~ 00:- 1 : E2IVI nA ---t (VI n A) x Cn . Extend 
<P2 to an isomorphism <P2 : E21V2 ---t V2 X Cn, where V2 is a neighbourhood 
of VI nA in X 2, by Lemma 1.1.1(b). Then <PI and <P2 give an isomorphism 
<PI UO <P2 : EI U", E2IVI U V2 ---t (VI U V2) x Cn in an obvious way. Thus E is 
locally trivial. 

Next, the isomorphism class of EI UO E2 depends only on the homotopy 
class ofthe isomorphism 0:: EllA ---t E2IA. To see this, consider a homotopy 
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of isomorphisms E I IA -> E 2 IA, that is, an isomorphism 

CP: 1f*E1 IA x 1-> 1f*E2 IA x I, 

where 1f : X x I -> X is the projection, I = [0,1]. Let ft : X -> X x I be the 
map ft(x) = x x {tl, and cPt : E I IA -> E2 1A be the isomorphism which is the 
pull-back of CP by ftlA. Then 

EI Uq" E 2 ~ ft(1f* EI Uq, 1f* E2 ). 

Since fo and h are homotopie, it follows from Lemma 1.1.1(e) that 

EI Uq,o E2 ~ EI Uq" E 2 · 

This proves the assertion. 

The following facts mayaiso be proved easily. 

(1) If (E., 0:) and (E~, 0:') are clutehing data on Xi, and cPi : Ei -> E~ are 
isomorphisms, i = 1,2, such tlmt 0:' cPl = cP20:, then 

EI U", E2 ~ E~ Ua , E~. 

(2) If (Ei, 0:) and (E~, 0:') are clutehing data on Xi, i = 1,2, then 

(EI U", E 2 ) EB (E~ U"" E~) ~ (EI EB ED U"'EB"" (E2 EB E~), 

(EI Ua E2) ® (E~ U"" E~) ~ (EI ® ED U",®",' (E2 ® E~), 

(EI U'" E2)* ~ E; U(a*)-l E;. 

In particular, if 1f : E -+ X is a bundle, and 1f x Id : E x S2 -+ X X S2 is 
thc product bundle with EI = (E x D~)IX x D~ and E2 = (E x D~)IX x D~, 
thcn a bundle isomorphism 0: : E X SI -+ E X SI produces a bundle 

EI U'" E2 -+ X X S'2 

by clutehing construction. We denote this bundle by [E,o:]. 

A homotopy of bundles equivalences O:t : E x SI -+ E X SI gives an 
isomorphism [E, 0:0] ~ [E, o:d, because the bundle equivalenee 

E x SI X I -+ E X SI X I, 

defined by ((x, y), t) f--+ (O:t(x, y), t)), pro duces a bundle over X x S2 X I (by 
clutehing eonstruction) which restricts to [E,o:o] and [E,O:l] over X x S2 X {O} 
and X x S2 X {I} respectively. 

Every bundle E' -+ X X S2 is isomorphie to [E,o:] for some E and 0:. 

To see this, suppose that E~ = E'I(X x D~), E'- = E'I(X x D~), and E = 
E'I(X x {I}) C E~nE'-. The projectionp± : X x Di -+ X x {I} ~ X x Di 
is homotopie to the identity map on X x Di. Also Ei: I X x {I} = E, and 
p'±E = E x Di. Therefore Ei: ~ p,±E = E x Di. If cP± : Ei: -+ Ex Di 
are the isomorphisms, let 0: = cP- 0 cP+IIE X SI : E x SI -> E X SI. Clearly, 
E' ~ [E,o:]. 
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We shall apply the last construction for finding the clutching function 0: 

when E' is a line bundle over S2 and X is a point so that E is the fibre of E' 
over 1 E SI. 

We denote the tautologicalline bundle I~ over GI ((c2 ) by H* (it is the dual 
of a bundle H called the Hopf bundle; we shall give a more specific description 
of the bundle H after Lemma 1.4.1). The bundle H* may be obtained by 
a clutching function, as described in Lemma 1.1.2. The space Gl (C2 ) is the 
complex projective space P(C2 ), the space of allIines through 0 in C 2 . A line is 
an equivalence class of C2 ~ {O} by the equivalence relation (ZI, Z2) '" A(ZI' Z2) 
for A E C ~ {O}. So a line [ZI, Z2] may be represented by the ratio z = Z1/Z2 E 
Cu {oo} ~ S2. The points of the lower hemisphere D~ (resp. the upper 
hemisphere D~) of S2 are represented uniquely by Z E C with Izl :::; 1 (resp. 
with Izl2': 1), that is, by [z, 1] E P(C2) with Izl :::; 1 (resp. by [l,Z-I] E P(C2) 
with I z -11 :::; 1). A section of the tautological line bundle H* over D~ (resp. 
D~) is given by [z, 1] ~ (z,l) (resp. [1, Z-I] ~ (1, z-1 )). These sections 
may be glued together over SI by a clutching function SI ---+ GL l (C) which 
sends z E SI to the linear transformation A ~ ZA, A E C (multiplication by 
z). We shall denote this clutching function simply by z. Note that if we had 
interchange D~ and D~, then the clutching function would have been Z-I. 

LelIllIla 1.4.1. IJ J,g : SI ---+ GL l (C) are clutching Junctions Jor line 
bundles EJ, Eg over P(C2), then the bundles EJ EB Eg and EJ ® Eg EB EI over 
P(C2) are isomorphie. 

PROOF. One can see that the clutching functions for the bundles E J ED E g , 

and E J ® E g over P(C2 ) are given respectively by the functions 

J EB 9 : SI ---+ GL2(C) and J. 9 : SI ---+ GL l (C), 

where 

J EB g(z) = (J~) g~Z)) E GL2(C), and (f. g)(z) = J(z)· g(z) E GL l (C). 

Also, the constant function z ~ 1 EGLI (C) is a clutching function of the trivial 
line bundle EI over P(C2). The functions J EB g, J . 9 EB 1 : SI ---+ GL2(C) are 
homotopic, since GL2 (C) is path connected. Explicitly, if u : [0,1] ---+ GL2 (C) 
is a path with 

u(O) = G ~), and u(l) = (~ ~), 
then the matrix product (f EB 1) . u(t) . (1 EB g) . u(t) is a homotopy from J EB 9 
to J . 9 EB 1. This means EJ EB Eg ~ EJ ® Eg EB EI. 0 

The Hopf bundle H is given by H* = Hom(H, EI), and we have H ® H* ~ 
EI (the isomorphism is given by Vz ®rPz ~ rPz(vz) E C, where Vz and rPz belong 
to the fibres of Hand H* over z E S2). Therefore the clutching function for 
H is Z-I, and we have by Lemma 1.4.1 the relation H EB H = H ® HEBEl, or 
([H] ~ [1])2 = 0, in K(S2). 
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Referring to the clutching construction [E,o:], if X = pt and E EI, 
then [EI, z] is the tautologicalline bundle H* over S2 = P(C2), and [EI, Z-m] 
is the m-fold tensor product Hm = H ® ... ® H, HO = EI. The element 
[H] ~ [HO] E K(S2) is called the Bott class, and is denoted by b. We have 

Lemma 1.4.2. The Bott class b in K(S2) satisfies the 'relation b2 = O. 

It is clear from the above discussion that there is a ring homomorphism 

whose domain is the quotient ofthe polynomial ring Z[H] by the ideal generated 
by (H ~ 1)2. An additive basis of the ring Z[H]j(H ~ 1)2 is {I, H}. We shall 
prove in Corollary 3.1.6 that the above ring homomorphism is an isomorphism. 

1.5. Relative K-theory and long exact sequence 

Let C denote the category of compact spaces, C+ the category of compact 
spaces with basepoints, and C2 the category of pairs of compact spaces. We 
have a functor C ----+ C2 given by X f--+ (X,0), and a functor c2 ----+ c+ 
given by (X,A) f--+ (XjA,*), where * = AjA. If A = 0, then we define 
Xj0 = x+ = X U {pt}, where {pt} denotes a point not in X. Thus we have a 
functor C ---> C+ given by X f--+ X+. We identify (X,0) = X, and Xjxo = X, 
where xo is a point in X. 

The contravariant functor K on C+ mayaiso be defined by 

K(X) = ker[i* : K(X) ----+ K(xo)], 

where i : xo ----+ X is the inclusion map. If j : X ----+ xo is the constant map, 
then j 0 i = Id, and so there is a splitting K(X) ~ K(X) ffi K(xo). Clearly, 
K(xo) = O. 

The definition of K(X) is equal to the previous definition K(X) = Ker rk 
(given in (1.3.1)), since rk: K(xo) ----+ Z is an isomorphism. 

We define the contravariant functor K on C2 by 

K(X,A) = K(XjA). 

In particular, K(X) = K(X,0) = K(X+) if X is without base point, and 

K(X, xo) = K(X) if xo EX. 

Lemma 1.5.1. Ij(X,A) E C2, i: A ----+ X is the inclusion map, and 
j : X ----+ X jA is the collapsing map, then the we have an exact sequence 

K(XjA) L K(X) ~ K(A). 

MO'reove'r, ij A is contmctible, then j* is an isomorphism. 



16 1. K-THEORY 

PROOF. The map i* 0 j* = 0, since j 0 i is a constant map, and therefore 
Im j* c Ker i*. To see the reverse inclusion, first note that a trivialization of an 
n-plane bundle E ----> X over A is an isomorphism 0: : EIA ----> A x en. This 
makes EIA a trivial bundle, and gives a bundle Ejo: over XjA by eollapsing 
all the fibres at points of A to the single fibre at * E X j A. In fact, E j 0: is 
the quotient of E by an equivalence relation "', where, for (x,v), (x',v') E E, 
(x, v) '" (x', v') if x, x' E A and o:(v) = o:(v' ), or if x = x' EX - A and v = v'. 
The loeal triviality of E j 0: folIows, beeause the trivialization 0: extends to a 
trivialization a' of E over a neighbourhood U of A in X, and 0:' induces a 
trivialization of E j 0: over U j A. 

Now, take an element ~ E Ker i*, and write ~ = [E]- [En] where E and En 
are hundles ovcr X . Since i*~ = 0, we have EIA ~ EnlA (stable equivalence). 
Therefore there is an isomorphism E EB Ern ----> En+rn over A, for some m. 
Composing this with the projection En+rn ----> en+rn , we get a trivialization 
0: : E EB Ern ----> c n+rn over A, and hence a bundle (E EB Ern) j 0: over X j A. 
Therefore we have an element "I = [(E EB Ern)jo:] - [En+rn] E K(XjA), and 
j*(TJ) = [E EB Ern] - [En+rn] = [E] - [En] =~. Thus Ker i* c Im j*, and the 
first part of thc lemma is proved. 

For the seeond part, note that j* is an epimorphism, since A is contractible. 
Next, any two trivializations 0:1,0:2 : EIA ----> A x Cn of an n-plane bun
die E ----> X over Aare homotopic over A, because they differ by a map 
A ----> GLn(C) which is homotopie to a constant map, A being eontractible 
and GLn(C) connected. Therefore a trivialization 0: : EIA ----> A x cn is unique 
up to homotopy, and so the isomorphism dass [E/o:l is uniquely determined 
by [E]. This means that j* is also a monomorphism. 0 

Corollary 1.5.2. If (X, A) E C2 , then the following sequenee is exaet : 

K(X, A) L K(X) ~ K(A). 

Here i : A ----> X and j : (X, 0) ----> (X, A) are the inclusions. 

M oreover, if A is a retmet of X, then there is a splitting 

K(X) ~ K(X, A) EB K(A). 

PROOF. The exactness folIows, beeause K(X, A) K(XjA), and the 
inclusion map i : A ----> X induees homomorphisms K(X) ----> K(A) and 
K(X) ----> K(A) with the same kerne!. The seeond part folIows, beeause the 
exact sequenee splits, if A is a retract of X. 0 

In the next theorem, we shall extend this exaet sequenee to a long exact 
sequenee. 

Reeall that the wedge produet X V Y, and the smash product X 1\ Y of two 
topologie al spaees X and Y with basepoints Xo and Yo respeetively are defined 


