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Preface

Since the early ages of Pattern Recognition, researchers try to make computers
imitate the perception and understanding of visual content by humans. In the era of
structural pattern recognition, the algorithms of contour and skeleton extrapolation
in binary images tried to link missing parts using the principle of optic illusions
described by Marr and Hildreth.

Modeling of Human Visual System (HVS) in perception of visual digital content
has attracted a strong attention of research community in relation to the development
of image and video coding standards, such as JPEG, JPEG2000, and MPEG1,2. The
main question was how strongly and where in the image the information could be
compressed without a noticeable degradation in the decoded content, thus ensuring
quality of experience to the users. Nevertheless, the fundamental research on the
borders of signal processing, computer vision, and psycho-physics continued and in
1998 has appeared the model of Itti, Koch and Niebur which has become the most
popular model for prediction of visual attention. They were interested in both pixels-
wise saliency and the scan-path, “static” and dynamic components. A tremendous
amount of saliency models for still images and video has appeared during 2000
ties addressing both “low-level”, bottom-up or stimuli-driven attention and high-
level,“top-down”, task-driven attention.

In parallel, content-based image an video indexing and retrieval community
(CBIR and CVIR) has become strongly attached to the so-called “salient features”,
expressing signal singularities: corners, blobs, spatio-temporal jams in video. Using
the description of the neighbourhood of these singularities, we tried to describe,
retrieve and classify visual content addressing classical tasks of visual information
understanding: similarity search in images, recognition of concepts, objects and
actions. Since a few years these two streams have met. We are speaking today
about “perceptual multimedia”, “salient objects”, and “interestingness” and try to
incorporate this knowledge into our visual indexing and retrieval algorithms, we
develop models of prediction of visual attention adapted to our particular indexing
tasks. ..and we all use models of visual attention to drive recognition methods.
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viii Preface

In this book we tried to give a complete state of the art in this highly populated
and exploding research trend: visual information indexing and retrieval with psycho-
visual models. We hope that the book will be interesting for researchers as well as
PhD and master’s students and will serve as a good guide in this field.

Bordeaux, France Jenny Benois-Pineau
Nantes, France Patrick Le Callet
March 2017
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Visual Content Indexing and Retrieval
with Psycho-Visual Models

Patrick Le Callet and Jenny Benois-Pineau

Abstract The present chapter is an introduction to the book. The subject we
propose has seen an exploded interest since last decade from research community
in computer vision and multimedia indexing. From the field of video quality
assessment where models of Human Visual System (HVS) were generally used
to predict where humans will foveate and how will they perceive the degradation,
these methods moved to classical Image and Video Indexing and retrieval tasks,
recognition of objects, events, actions in images and video. In this book we try to
give the most complete overview of the methods for visual information indexing
and retrieval using prediction of visual attention or saliency. But also consider new
approaches specifically designed for these tasks.

1 From Low to High Level Psycho Visual Models: Perceptual
Computing and Applications

Along the last two decades, perceptual computing has emerged as a major topic for
both signal processing and computer science communities. Taking care that many
technologies produce signals for humans or process signals produced by humans, it
is all the more important to consider perceptual aspects in the design loop. Whatever
the uses cases, perceptual approaches rely on perceptual models that are supposed
to predict and/or mimic some aspects of the perceptual system.

Such models are not trivial to obtain. Their development implies a multidis-
ciplinary approach, in addition to signal processing of computer science encom-
passing neurosciences, psychology, physiology to name few. Perceptual modeling
depends on the ability to identify the part of the system under study. In the case

P. Le Callet (2<)
LS2N UMR CNRS 6004, Université de Nantes, Nantes Cedex 3, France
e-mail: patrick.lecallet@univ-nantes.fr

J. Benois-Pineau

LaBRI UMR 5800, Univ. Bordeaux, CNRS, Bordeaux INP, Univ. Bordeaux, 351,
crs de la Liberation, F33405 Talence Cedex, France

e-mail: jenny.benois-pineau @u-bordeaux.fr

© Springer International Publishing AG 2017 1
J. Benois-Pineau, P. Le Callet (eds.), Visual Content Indexing and Retrieval

with Psycho-Visual Models, Multimedia Systems and Applications,

DOI 10.1007/978-3-319-57687-9_1


mailto:patrick.lecallet@univ-nantes.fr
mailto:jenny.benois-pineau@u-bordeaux.fr

2 P. Le Callet and J. Benois-Pineau

of visual perception, sub-part of human visual system are easier to identify than
some others, especially through psychophysics. With such approaches, relatively
sufficient models have been successfully developed, mainly regarding “low level”
of human vision. First order approximation for contrast perception such as Weber’s
law is a good and classic example, but we have been able to go much further,
developing models for masking effects, color perception, receptive fields theory. In
the late 1990s, there were already pretty advanced and practical perceptual models
suitable for many image processing engineers. Most of them, such as Just Noticeable
Difference (JND) models, are touching the visibility of signals and more specifically
the visual differences between two signals. This knowledge is naturally very useful
for applications such as Image quality prediction or image compression.

For years, these two applications have constituted a great playground for per-
ceptual computing. They have probably pushed the evolution of perceptual models
along the development of new immersive technologies (increasing resolution,
dynamic range .. .), leading not only to more advances JND models [19] but also to
explore higher levels of visual perception.

Visual attention modeling is probably the best illustration of this trend, having
concentrating massive efforts by both signal processing and computer science the
last decade. From few papers in the mid 2000s, it is now a major topic covering
several sessions in major conferences. High efforts on visual attention modeling
can be legitimated also by applications angle. Knowing where humans are paying
attention is very useful for perceptual tweaking of many algorithms: interactive
streaming, ROI compression, gentle advertising [17]. Visual content indexing and
retrieval field is not an exception and a lot of researchers have started to adopt visual
attention modeling for their applications.

2 Defining and Clarifying Visual Attention

As the term Visual Attention has been used in a very wide sense, even more in
the community that concerns this book, it requires few clarification. It is common
to associate visual attention to eye gaze location. Nevertheless, eye gaze location
do not necessarily fully reflect what human observers are paying attention to. One
should first distinguish between overt and covert attention:

* Overt attention is usually associated with eye movements, mostly related to gaze
fixation and saccades. It is easily observable nowadays with eye tracker devices,
which record gaze tracking.

¢ Covert attention: William James [13] explained that we are able to focus
attention to peripheral locations of interest without moving eyes. Covert attention
is therefore independent of oculomotor commands. A good illustration is how a
driver can remain fixating road while simultaneously covertly monitoring road
signs and lights.

Even if overt attention and covert attention are not independent, over attention has
been from far much more studied mostly because it can be measured in a straight-
forward way by using eye-tracking techniques. This is also one of the reasons why
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the studies of computational modeling of visual attention are tremendously focused
on overt attention. In that sense, visual attention is often seen in a simplified manner
as a mechanism having at least the following basic components: (1) the selection
of a region of interest in the visual field (2) the selection of feature dimensions and
values of interest (3) the control of information flow through the network of neurons
that constitutes the visual system; the shifting from one selected region to the next
in time.

An important classification for Visual content indexing and retrieval field implies
to distinguish between endogenous and exogenous mechanisms that drive visual
attention. The bottom-up process is passive, reflexive, involuntary also known as
exogenous as being driven by the signals, while the top-down process is active
and voluntary and referred as endogenous attention. Attention can consequently
either be task driven (Top-Down attention modeling) or feature driven (Bottom-
Up attention modeling). The former is reflexive, signal driven, and independent of a
particular task. It is driven involuntarily as a response to certain low-level features:
motion, and in particular sudden temporal changes, is known to be dominant
features in dynamic visual scenes whereas color and texture pop-outs represent the
dominant features in the static scenes. Top-down attention, on the other hand, is
driven by higher level cognitive factors and external influences, such as, semantic
information, contextual effects, viewing task, and personal preference, expectations,
experience and emotions. It is now widely known in the community that top-down
effects are an inherent component of gaze behavior and these effects cannot be
reduced or overcome even when no explicit task is assigned to the observers.

2.1 Interaction Between the Top-Down and Bottom-Up
Attention Mechanisms

Itti et al. [12] describe the neurological backbone behind the top-down and bottom-
up attention modeling as natural outcomes of the Inferotemporal cortex and
Posterior parietal cortex based processing mechanisms respectively.

Whatever of the considered neurological model, it is more important in most
usage of them, to appreciate the relative weights to be used or the mechanisms
of interaction between these top-down and bottom-up approaches. Schill et al.
[27] highlighted that humans gaze at regions where further disambiguation of
information when required. After the gaze is deployed towards such a region, it
is the bottom-up features which stand up by feature selection that helps achieve this
goal. The work in [23] also highlights some important aspects of free-viewing in
this regard, where the variation of the relative top-down versus bottom-up weight
A(t) was examined as a function of time. While attention was initially found to
be strongly bottom-up driven, there was a strong top-down affect in the range of
100-2000 ms. Later however the interaction between the two processes reach an
equilibrium state.
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2.2 The Concept of Perceived Importance/Interest: A Visual
Attention Concept for Visual Content Indexing and
Retrieval

From the application angle addressed in this book, it is desirable to get some models
of visual attention. Despite their common goal of identifying the most relevant
information in a visual scene, the type of relevance information that is predicted
by visual attention models can be very different. While some of the models focus
on the prediction of saliency driven attention locations, others aim at predicting
regions-of-interest (ROI) at an object level.

Several processes are thought to be involved in making the decision for an
ROI, including, attending and selecting a number of candidate visual locations,
recognizing the identity and a number of properties of each candidate, and finally
evaluating these against intentions and preferences, in order to judge whether or not
an object or a region is interesting. Probably the most important difference between
eye movement recordings and ROI selections is related to the cognitive functions
they account for. It is very important to distinguish between three “attention”
processes as defined by Engelke and Le Callet [6]:

¢ Bottom-up Attention: exogenous process, mainly based on signal driven visual
attention, very fast, involuntary, task-independent.

¢ Top-down Attention: endogenous process, driven by higher cognitive factors (e.g.
interest), slower, voluntary, task-dependent, mainly subconscious.

¢ Perceived Interest: strongly related to endogenous top-down attention but involv-
ing conscious decision making about interest in a scene.

Eye tracking data is strongly driven by both bottom-up and top-down attention,
whereas ROI selections can be assumed to be mainly driven by top-down attention
and especially perceived interest. It is the result of a conscious selection of the ROI
given a particular task, providing the level of perceived interest or perceptual
importance. Consequently, from a conceptual point of view, it might interesting to
distinguish between two different types of perceptual relevance maps of a visual
content: Importance versus Salience maps. While Salience refers to the pop-out
effect of a certain feature: either temporally or spatially, importance maps indicates
the perceived importance as it could be rated by human subjects. A saliency map is
a probabilistic spatial signal, that indicates the relative probability with which the
users regard a certain region. Importance maps on the other hand could be obtained
by asking users to rate the importance of different objects in a scene.

2.3 Best Practices for Adopting Visual Attention Model

As stated before, the terms visual attention and saliency can be found in literature
with various meaning. Whatever models adopted, researchers should be cautious
and check if the selected model is designed to meet the requirements of the targeted
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application. Moreover, one should also carefully verify the data on which models
have been validated. In the context of Visual content indexing and retrieval appli-
cations, models touching concepts related to top down saliency, ROI and perceived
interest/importance seem the more appealing. Nevertheless, while practically useful,
it is very rare that these concepts are explicitly refereed as such, including some of
the chapters in this book. The careful reader should be able to make this distinction
when visual attention is concerned.

3 Use of Visual Attention Prediction in Indexing
and Retrieval of Visual Content

Modeling the selective process of human perception of visual scenes represents
an efficient way to drive the scene analysis towards particular areas considered
‘of interest’ or ‘salient’. This is why it has become a very active trend in visual
information indexing and retrieval [9]. Due to the use of saliency maps, the search
for objects in images is more focused, thus improving the recognition performance
and additionally reducing the computational burden. Even more, saliency methods
can be naturally applied to all models which have been used up to now in these tasks,
such as Bag-of-Visual-Words (BoVW) [25], sliding window approaches for visual
object recognition [2, 31], image retrieval [4] or action recognition [32]. Saliency
maps are used for generation of “object proposals” for recognition of objects in
images and video with Deep Convolutional Neural Networks [5]. Hence in this
book we give a large overview of the use of different visual attention models in
fundamental tasks of visual information indexing: image and video querying and
retrieval, action recognition, emotional analysis, visualization of image content.
Models of visual attention, such as the one proposed by Itti et al. [12], Harel’s
graph implementation [10] are frequently used in literature for computing saliency
maps. Nevertheless, as a function of target application and visual task, new forms
of saliency can be predicted. Recently, the notion of saliency has been extended to
the “interestingness” of visual content [24]. The latter can be understood globally
for images and video fragments or locally, in which case it roughly delimits the area
in image plane, where the objects of interest can be situated. This notion is also
addressed in the present book.

We start with introduction of perceptual models in the problem of visual
information retrieval at quite a general level. Visual textures represent areas in
images which appears to be uniform from the perspective of human perception.
It is difficult to speak here about salient areas, as this is the case in structural
visual scenes with objects of interest. In chapter “Perceptual Texture Similarity for
Machine Intelligence Applications” the authors are interested in how perceptual
models can help in similarity matching of textures. The chapter reviews the theories
of texture perception, and provides a survey about the up-to-date approaches for
both static and dynamic textures similarity. The authors target video compression
application.
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In chapter “Deep Saliency: Prediction of Interestingness in Video with CNN”
the authors propose a first approach to the prediction of areas-of-interest in video
content. Deep Neural Networks have become winners in indexing of visual infor-
mation. They have allowed achievement of better performances in the fundamental
tasks of visual information indexing and retrieval such as image classification and
object recognition. In fine-grain indexing tasks, namely object recognition in visual
scenes, the CNNs have to evaluate multiple “object proposals”, that is windows in
the image plane of different size and location. Hence the problem of recognition is
coupled with the problem of localization. In [8] a good analysis of recent approaches
for object localization has been proposed, such as “regression approaches” as in
[1, 28], and “sliding window approaches” as in [29] when the CNN processes
multiple overlapping windows. The necessity to classify multiple windows makes
the process of recognition heavy. The authors of Girshick et al. [8] proposed a
so called Region-based convolutional network (R-CNN). They restrict number of
windows using “selective search” approach [31] thus the classifier has to evaluate
a limited number of (2K) “object proposals”. Prediction of the interestingness of
windows is another way to bound the search space. This prediction can be fulfilled
with the same approach: a deep CNN trained on the ground truth of visual saliency
maps build upon recorded gaze fixations of observers in a large-scale psycho-visual
experiment.

In chapter “Introducing Image Saliency Information into Content Based Indexing
and Emotional Impact Analysis” the authors are interested in the influence of pixel
saliency in classical image indexing paradigms. They use the BoVW paradigm
[22] which means building of image signature when selecting features in image
plane, quantizing them with regard to a built dictionary and then computing the
histogram of quantized features. The authors predict visual saliency of image pixels
with Harel’s model [10]. They compute a dense set of local image features by four
methods: (1) Harris detector [11], (2) Harris-Laplace detector [18], (3) Difference-
of-Gaussians (DOG) used in [16] to approximate Harris-Laplace detector and
(4) Features from Accelerated Segment Test (FAST) detector [26]. They define
“saliency” features on the basis of underlining saliency map. They experimentally
show that when filtering out salient features, the drop of image retrieval accuracy
is almost four times stronger compared to the removal of “non-salient” features.
Such a study on a publicly available databases is a good experimental witness of
the importance of saliency in selection of content descriptors and thus justifies the
general trend.

Chapter “Saliency Prediction for Action Recognition” develops on the same idea.
Here the problem of action recognition in video content is addressed. In order
to reduce computational burden, the authors propose a non-uniform sampling of
features accordingly to the saliency maps build on the gaze fixations available for a
public Hollywood dataset. They follow the standard (improved) Dense Trajectories
pipeline from [33-35]. Based on optical flow fields, trajectories are computed first,
and then descriptors are extracted along these trajectories from densely sampled
interest points. These descriptors comprise the shape of the trajectory, Histogram
of Gradients (HOG), Histogram of Optical Flow (HOF), and Motion Boundary
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Histograms (MBH). In order to exclude irrelevant trajectories corresponding to the
background they compensate motion along the video sequence. Based on the a priori
knowledge of video scenes they exclude detected humans from this compensation.
Following the objective of selection of action-salient features, they compute several
saliency maps. First of all, the central bias saliency map is computed. It expresses
Buswell’s central bias hypothesis that humans fixate the center of an image [3]
or a video frame, and thus in video production the most important objects are
situated in the center of video frames in footage. Then they compute an empirical
saliency maps identifying smooth pursuit gaze fixation. These saliency maps are
specifically relevant to the action recognition as humans perform smooth pursuit
movement accommodating to the moving objects. Finally, an analytical saliency
map using 2D +t Hessian is computed. Pruning of features is proposed considering
Weibull distribution on saliency measures of computed maps. Their detailed studies
on the Hollywood2 dataset convincingly show that using saliency—based pruning
of features in a classical BoVW with Fisher encoding indexing scheme improves
with regard to the base line when a smaller amount of descriptors is used.

In chapter “Querying Multiple Simultaneous Video Streams with 3D Interest
Maps” the interestingness of an object in a visual scene is defined by the user. The
method is designed for the selection of the best view of an object-of-interest in
the visual scene in real-time when a 3D reconstruction of the scene is available.
The user selects the region-of-interest on his/her mobile phone, then the 2D ROI is
back-projected on a 3D view of the video scene which is obtained from independent
cameras. The objects of interest are found inside a projection cone in a 3D scene
and the view with the highest entropy is selected expressing the best contrasts in
video. The framework is different from a classical Content-Based Image Retrieval
schemes. It is designed for real-time and real-life scenarios where the quality of the
video being captured in a querying process with the mobile phone can be very poor.
Hence the intervention of the user is necessary do delimit the “saliency”, which is
region/object-of-interest in this case.

While in chapter “Querying Multiple Simultaneous Video Streams with 3D Inter-
est Maps” the entropy is used for selection of the best view of the object-of-interest,
in chapter “Information: Theoretical Model for Saliency Prediction—Application to
Attentive CBIR” the authors propose an information—theoretical model of saliency
itself. The novelty of the proposed work is to present an application of Frieden’s
well established information framework [7] that answers to the question: how to
optimally extract salient information based on the low level characteristics that the
human visual system provides? The authors integrate their biologically inspired
approach into a real-time visual attention model and propose an evaluation which
demonstrates the quality of the developed model.

Chapter “Image Retrieval Based on Query by Saliency Content” is devoted to
the study on how the introduction of saliency in image querying could improve the
results in terms of information retrieval metrics. They propose a Query by Salience
Content Retrieval (QCSR) framework. The main parts of the QSCR system consist
of image segmentation, feature extraction, saliency modelling and evaluating the
distance in the feature space between a query image and a sample image from the
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given pool of images [21]. The authors proposed to consider saliency of images
at two levels: the local level is the saliency of segmented regions, the global level
is the saliency defined by image edges. For querying image database they select
salient regions using underlying Harel’s (GBVS) saliency map [10]. To select salient
regions to be used in a query the authors use the statistics which is a mean saliency
value across a region. Salient regions are selected accordingly to the criterion of
retrieval performance by thresholding of its histogram for the whole image partition.
The authors use various thresholding methods including the well-known Otsu’s
method [20]. The querying is fulfilled by computation of Earth Mover Distance
from regions of Query Image and the Database Image with saliency weighting.
The global saliency expressed by the energy of contours is also incorporated into
the querying process. They conduct multiple tests on CORELL 1000 and SIVAL
databases and show that taking into account saliency allows for better top ranked
results: more similar images are returned at the top of the rank list.

In chapter “Visual Saliency for the Visualization of Digital Paintings” the authors
show how saliency maps can be used in a rather unusual application of visual content
analysis, which is creation of video clips from art paintings for popularization
of cultural heritage. They first built a saliency map completing Itti’s model [12]
with a saturation feature. Then the artist is selecting and weighting salient regions
interactively. The regions of interest (ROIs) are then ordered accordingly to the
central bias hypothesis. Finally, an oriented graph of salient regions is built. The
graph edges express the order in which the regions will be visualized and the edges
of the graph are weighted with transition times in the visualization process set by the
artist manually. Several generated video clips were presented to eight naive users in
a psycho-visual experiment with the task to score how the proposed video animation
clip reflects the content of the original painting. The results, measured by the mean
opinion score (MOS) metric, show that, in case of four-regions visualization, the
MOS values for randomly generated animation clips and those generated with
proposed method differ significantly up to 12%.

Finally, chapter “Predicting Interestingness of Visual Content” is devoted to
the prediction of interestingness of multimedia content, such as image, video and
audio. The authors consider visual interestingness from a psychological perspective.
It is expressed by two structures “novelty-complexity” and a “coping potential”.
The former indicates the interest shown by subjects for new and complex events
and the latter measures a subject’s ability to discern the meaning of a certain
event. From the content-driven, automatic perspective, the interestingness of content
has been studied in a classical visual content indexing framework, selecting the
most relevant image-based features within supervised learning (SVM) approach
[30]. Interestingness of media content is a perceptual and highly semantic notion
that remains very subjective and dependent on the user and the context. The
authors address this notion for a target application of a VOD system, propose a
benchmark dataset and explore the relevance of different features, coming from
the most popular local features such as densely sampled SFIT to the latest CNN
features extracted from fully connected layer fc7 and prob features from AlexNet
Deep CNN [14]. The authors have conducted the evaluation of various methods
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for media content interestingness assessment in the framework of the MediaEval
Benchmarking Initiative for Media Evaluation [15]. In this evaluation campaign 12
groups were participating using prediction methods from SVM to Deep NNs with
pre-trained data. The conclusion of the authors are that the task still remains difficult
and open as the highest Mean Average Precision (MAP) metric values for image
interestingness was 0.22 and for video interestingness it was only 0.18.
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Perceptual Texture Similarity for Machine
Intelligence Applications

Karam Naser, Vincent Ricordel, and Patrick Le Callet

Abstract Textures are homogeneous visual phenomena commonly appearing in the
visual scene. They are usually characterized by randomness with some stationarity.
They have been well studied in different domains, such as neuroscience, vision
science and computer vision, and showed an excellent performance in many applica-
tions for machine intelligence. This book chapter focuses on a special analysis task
of textures for expressing texture similarity. This is quite a challenging task, because
the similarity highly deviates from point-wise comparison. Texture similarity is key
tool for many machine intelligence applications, such as recognition, classification,
synthesis and etc. The chapter reviews the theories of texture perception, and
provides a survey about the up-to-date approaches for both static and dynamic
textures similarity. The chapter focuses also on the special application of texture
similarity in image and video compression, providing the state of the art and
prospects.

1 Introduction

Textures are fundamental part of the visual scene. They are random structures often
characterized by homogeneous properties, such as color, orientation, regularity and
etc. They can appear both as static or dynamic, where static textures are limited to
spatial domain (like texture images shown in Fig. 1), while dynamic textures involve
both the spatial and temporal domain Fig. 2.

Research on texture perception and analysis is known since quite a long time.
There exist many approaches to model the human perception of textures, and also
many tools to characterize texture. They have been used in several applications such
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Fig. 2 Example of dynamic textures from DynTex Dataset [93]. First row represents the first
frame, and next rows are frames after respectively 2 s

as scene analysis and understanding, multimedia content recognition and retrieval,
saliency estimation and image/video compression systems.

There exists a large body of reviews on texture analysis and perception. For
example, the review of Landy [57, 58] as well as the one from Rosenholtz [98] give
a detailed overview of texture perception. Besides, the review of Tuceryan et al. in
[117] covers most aspects of texture analysis for computer vision applications, such
as material inspection, medical image analysis, texture synthesis and segmentation.
On the other hand, the book Haindl et al. [45] gives an excellent review about
modeling both static and dynamic textures. A long with this, there are also other
reviews that cover certain scopes of texture analysis and perception, such as
[29, 62, 88, 124, 135].

This chapter reviews an important aspect of texture analysis, which is texture
similarity. This is because it is the fundamental tool for different machine intelli-
gence applications. Unlike most of the other reviews, this covers both static and
dynamic textures. A special focus is put on the use of texture similarity concept in
data compression.



Perceptual Texture Similarity for Machine Intelligence Applications 13

The rest of the chapter is organized as follows: Sect.2 discusses about the
meaning of texture in both technical and non-technical contexts. The details of
texture perception, covering both static texture and motion perception, are given in
Sect. 3. The models of texture similarity are reviewed in Sect. 4, with benchmarking
tools in Sect.5. The application of texture similarity models in image and video
compression is discussed in Sect. 6, and the conclusion is given in Sect. 7.

2 What is Texture

Linguistically, the word texture significantly deviates from the technical meaning
in computer vision and image processing. According to Oxford dictionary [86], the
word refers to one of the followings:

1. The way a surface, substance or piece of cloth feels when you touch it

2. The way food or drink tastes or feels in your mouth

3. The way that different parts of a piece of music or literature are combined to
create a final impression

However, technically, the visual texture has many other definitions, for exam-
ple:

o We may regard texture as what constitutes a macroscopic region. Its structure
is simply attributed to pre-attentive patterns in which elements or primitives are
arranged according to placement order [110].

o Texture refers to the arrangement of the basic constituents of a material. In a
digital image, texture is depicted by spatial interrelationships between, and/or
spatial arrangement of the image pixels [2].

o Texture is a property that is statistically defined. A uniformly textured region
might be described as “predominantly vertically oriented”, “predominantly
small in scale”, “wavy”, “stubbly”, “like wood grain” or “like water” [58].

o We regard image texture as a two-dimensional phenomenon characterized by
two orthogonal properties: spatial structure (pattern) and contrast (the amount
of local image structure) [84].

e Images of real objects often do not exhibit regions of uniform and smooth
intensities, but variations of intensities with certain repeated structures or
patterns, referred to as visual texture [32].

o Textures, in turn, are characterized by the fact that the local dependencies
between pixels are location invariant. Hence the neighborhood system and the
accompanying conditional probabilities do not differ (much) between various
image loci, resulting in a stochastic pattern or texture [11].

o Texture images can be seen as a set of basic repetitive primitives characterized
by their spatial homogeneity [69].

o Texture images are specially homogeneous and consist of repeated elements,
often subject to some randomization in their location, size, color, orienta-
tion [95].
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o Texture refers to class of imagery that can be characterized as a portion of infinite
patterns consisting of statistically repeating elements [56].

o Textures are usually referred to as visual or tactile surfaces composed of
repeating patterns, such as a fabric [124].

The above definitions cover mostly the static textures, or spatial textures.
However, the dynamic textures, unlike static ones, have no strict definition. The
naming terminology changes a lot in the literature. The following names and
definitions are summary of what’s defined in research:

* Temporal Textures:

L.

2.

They are class of image motions, common in scene of natural environment,
that are characterized by structural or statistical self similarity [82].

They are objects possessing characteristic motion with indeterminate spatial
and temporal extent [97].

They are textures evolving over time and their motion are characterized by
temporal periodicity or regularity [13].

* Dynamic Textures:

1.

2.

They are sequence of images of moving scene that exhibit certain stationarity
properties in time [29, 104].

Dynamic textures (DT) are video sequences of non-rigid dynamical objects
that constantly change their shape and appearance over time[123].

. Dynamic texture is used with reference to image sequences of various natural

processes that exhibit stochastic dynamics [21].

. Dynamic, or temporal, texture is a spatially repetitive, time-varying visual

pattern that forms an image sequence with certain temporal stationarity [16].

. Dynamic textures are spatially and temporally repetitive patterns like

trees waving in the wind, water flows, fire, smoke phenomena, rotational
motions [30].

* Spacetime Textures:

1.

The term “spacetime texture” is taken to refer to patterns in visual spacetime
that primarily are characterized by the aggregate dynamic properties of
elements or local measurements accumulated over a region of spatiotemporal
support, rather than in terms of the dynamics of individual constituents [22].

¢ Motion Texture:

1.

Motion textures designate video contents similar to those named temporal or
dynamic textures. Mostly, they refer to dynamic video contents displayed by
natural scene elements such as flowing rivers, wavy water, falling snow, rising
bubbles, spurting fountains, expanding smoke, blowing foliage or grass, and
swaying flame [19].
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e Texture Movie:

1. Texture movies are obtained by filming a static texture with a moving camera
[119].

¢ Textured Motion:

1. Rich stochastic motion patterns which are characterized by the movement of a
large number of distinguishable or indistinguishable elements, such as falling
snow, flock of birds, river waves, etc. [122].

¢ Video Texture:

1. Video textures are defined as sequences of images that exhibit certain
stationarity properties with regularity exhibiting in both time and space [42].

It is worth also mentioning that in the context of component based video coding,
the textures are usually considered as details irrelevant regions, or more specifically,
the region which is not noticed by the observers when it is synthesized [9, 108, 134].

As seen, there is no universal definition of the visual phenomena of textures, and
there is a large dispute between static and dynamic textures. Thus, for this work, we
consider the visual texture as:

A visual phenomenon, that covers both spatial and temporal texture, where
spatial textures refer to homogeneous regions of the scene composed of small
elements (texels) arranged in a certain order, they might exhibit simple motion
such as translation, rotation and zooming. In the other hand, temporal textures are
textures that evolve over time, allowing both motion and deformation, with certain
Stationarity in space and time.

3 Studies on Texture perception

3.1 Static Texture Perception

Static texture perception has attracted the attention of researchers since decades.
There exists a bunch of research papers dealing with this issue. Most of the
studies attempt to understand how two textures can be visually discriminated, in
an effortless cognitive action known as pre-attentive texture segregation.

Julesz extensively studied this issue. In his initial work in [51, 53], he posed the
question if the human visual system is able to discriminate textures, generated by a
statistical model, based on the kth order statistics, and what is the minimum value
of k that beyond which the pre-attentive discrimination is not possible any more.
The order of statistics refers to the probability distribution of the of pixels values,
in which the first order measures how often a pixel has certain color (or luminance
value), while the second order measures the probability of obtaining a combination
of two pixels (with a given distance) colors, and the same can be generalized for
higher order statistics.



