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Preface

The international conferences on Integral Methods in Science and Engineering

(IMSE), started in 1985, are attended by researchers in all types of theoretical

and applied fields, whose output is characterized by the use of a wide variety of

integration techniques. Such methods are very important to practitioners as they

boast, among other advantages, a high degree of efficiency, elegance, and generality.
The first 13 IMSE conferences took place in venues all over the world:

1985, 1990: University of Texas at Arlington, USA

1993: Tohoku University, Sendai, Japan

1996: University of Oulu, Finland

1998: Michigan Technological University, Houghton, MI, USA

2000: Banff, AB, Canada (organized by the University of Alberta, Edmonton)

2002: University of Saint-Etienne, France

2004: University of Central Florida, Orlando, FL, USA

2006: Niagara Falls, ON, Canada (organized by the University of Waterloo)

2008: University of Cantabria, Santander, Spain

2010: University of Brighton, UK

2012: Bento Gongalves, Brazil (organized by the Federal University of Rio Grande
do Sul)

2014: Karlsruhe Institute of Technology, Germany

The 2016 event, the fourteenth in the series, was hosted by the University of
Padova, Italy, July 25-29, and gathered participants from 26 countries on five
continents, enhancing the recognition of the IMSE conferences as an established
international forum where scientists and engineers have the opportunity to interact
in a direct exchange of promising novel ideas and cutting-edge methodologies.

The Organizing Committee of the conference was comprised of

Massimo Lanza de Cristoforis (University of Padova), chairman,
Matteo Dalla Riva (The University of Tulsa),

Mirela Kohr (Babes-Bolyai University of Cluj-Napoca),

Pier Domenico Lamberti (University of Padova),
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Flavia Lanzara (La Sapienza University of Rome), and
Paolo Musolino (Aberystwyth University),

assisted by Davide Buoso, Gaspare Da Fies, Francesco Ferraresso, Paolo Luzzini,
Riccardo Molinarolo, Luigi Provenzano, and Roman Pukhtaievych.

IMSE 2016 maintained the tradition of high standards set at the previous
meetings in the series, which was made possible by the partial financial support
received from the following:

The International Union of Pure and Applied Physics (IUPAP)

GruppoNazionale per 1’Analisi Matematica, la Probabilita e le loro Applicazioni
(GNAMPA), INDAM

The International Society for Analysis, Its Applications and Computation (ISAAC)

The Department of Mathematics, University of Padova

The participants and the Organizing Committee wish to thank all these agencies
for their contribution to the unqualified success of the conference.

IMSE 2016 included four minisymposia:

Asymptotic Analysis: Homogenization and Thin Structures; organizer: M.E. Pérez
(University of Cantabria)

Mathematical Modeling of Bridges; organizers: E. Berchio (Polytechnic University
of Torino) and A. Ferrero (University of Eastern Piedmont)

Wave Phenomena; organizer: W. Dorfler (Karlsruhe Institute of Technology)

Wiener-Hopf Techniques and Their Applications; organizers: G. Mishuris (Aberys-
twyth University), S. Rogosin (University of Belarus), and M. Dubatovskaya
(University of Belarus)

The next IMSE conference will be held at the University of Brighton, UK, in July
2018. Further details will be posted in due course on the conference web site blogs.
brighton.ac.uk/imse2018.

The peer-reviewed chapters of these two volumes, arranged alphabetically by
first author’s name, are based on 58 papers from among those presented in Padova.
The editors would like to thank the reviewers for their valuable help and the
staff at Birkhduser-New York for their courteous and professional handling of the
publication process.

Tulsa, OK, USA Christian Constanda
March 2017


blogs.brighton.ac.uk/imse2018
blogs.brighton.ac.uk/imse2018

Preface vii

The International Steering Committee of IMSE:

Christian Constanda (The University of Tulsa), chairman
Bardo E.J. Bodmann (Federal University of Rio Grande do Sul)
Haroldo F. de Campos Velho (INPE, Sad José dos Campos)
Paul J. Harris (University of Brighton)

Andreas Kirsch (Karlsruhe Institute of Technology)

Mirela Kohr (Babes-Bolyai University of Cluj-Napoca)
Massimo Lanza de Cristoforis (University of Padova)
Sergey Mikhailov (Brunel University of West London)
Dorina Mitrea (University of Missouri-Columbia)

Marius Mitrea (University of Missouri-Columbia)

David Natroshvili (Georgian Technical University)

Maria Eugenia Pérez (University of Cantabria)

Ovadia Shoham (The University of Tulsa)

Tain W. Stewart (University of Dundee)

A novel feature at IMSE 2016 was an exhibition of digital art that consisted of
seven portraits of participants and a special conference poster, executed by artist
Walid Ben Medjedel using eight different techniques. The exhibition generated
considerable interest among the participants, as it illustrated the subtle connection
between digital art and mathematics. The portraits, in alphabetical order by subject,
and the poster have been reduced to scale and reproduced on the next two pages.
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Digital Art by Walid Ben Medjedel

Mario Ahues Christian Constanda
Acrilic portrait Polygon portrait

Mirela Kohr Massimo Lanza de Cristoforis
Vector portrait Text portrait
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Flavia Lanzara Dorina Mitrea
Airbrushing portrait Pop-art portrait

Ovadia Shoham IMSE2016 special poster
Ink-pen portrait Mixed media



Contents

1  On a Continuous Energy Monte Carlo Simulator for
Neutron Transport: Optimisation with Fission, Intermediate
and Thermal Distributions ....................... i,
L.EF. Chaves Barcellos, B.E.J. Bodmann, S.Q. Bogado Leite,
and M.T. Vilhena

1.1 IntroducCtion......coovunnieieteiii e
1.2 Neutron Transport by a Monte Carlo Method ......................
1.3 Program DesCription ..........cooouuuieeeiiiiiiiiieeeinniiieeeeennn.
1.4 Nuclear ReaCtONS «...uuvuuiiiiiiiiiii it
1.5  Coupled DisStributions ..........ooouuuieeeiiiiiieiiiiiiiiennnnn,
1.6 ReSUILS ¢t
1.7 Conclusions and Future Work ..............ooooiiiiiiiiiiiiia,
REfEIeNCES. ..o eeit e

2 The Use of Similarity Indices in the Analysis of Temporal

Distribution of Mammals .......................cciii
M. Belmaker

2.1 INtrodUCHON . ...ttt e e
2.2 The Case StUAY .....oviiiiiiii s
2.3 The Statistical Model...........ccoiiiiiiiiiiiiii i
2.4 ReSUILS .o
2.5  Discussion and Conclusion ............oeviiiiiiieeeiiiiiiiiaeeennnn.
N (S 1S 1 16

3  The Method of Superposition for Near-Field Acoustic

Holography in a Semi-anechoic Chamber ...............................
DJ. Chappell and N.M. Abusag

3.1 INtrodUCHON. ..coett et
3.2 Method of SUPETPOSILION......uuuutteteiaaas
3.3  Near-Field Acoustic Holography in a Half-Space ..................
3.4  Regularisation and Sparse Reconstruction ...................c..uuen.

xi



xii

Contents
3.5  Numerical ResultS.........ccooiiiiiiiiiiiiiiiiiiiii i 24
3.6 CONCIUSIONS ... eentttttt ettt et et 29
RefEIeNCES . ..ttt 29
Application of Stochastic Dynamic Programming in Demand
Dispatch-Based Optimal Operation of a Microgrid .................... 31
F. Daburi Farimani and H. Rajabi Mashhadi
4.1 INrOAUCHION . . .ttt 31
4.2 Problem DeSCription ... ..........uuuuueiiiiiiiiiiiiiiiiiinns 33
4.3 Stochastic Dynamic Programming ...............ccooeiuuuuuunnnnnn. 35
4.4 Inventory Control Model..........ccoooiiiiiiiiiiiiiiiiiiiiiiiinnn, 35
4.5  Problem Formulation by SDP (Inventory Control Model) ......... 35
4.6 LOIMIMA ..ttt 37
4.7  Solution Approach: Step by Step ... 38
4.8  Summary and Conclusion............coouuuuuuuuiuiiuuiiniininnnn, 41
R OIENCS . . . 42
Spectral Boundary Element Algorithms for Multi-Length
Interfacial Dynamics ..............cooiiiiiiiiiiiiiii 43
P. Dimitrakopoulos
5.1 INrOdUCHION. ... vvettttit s 43
5.2 Mathematical Formulation..............c.c.uuuuuiuiiiiiinniiinnnnnnnn. 43
5.3  Interfacial Spectral Boundary Element Algorithms ................ 46
5.4 Multi-Length Interfacial Dynamics Problems ...................... 48
R OIENCES . . . 51
Kinect Depth Recovery Based on Local Filters
and Plane Primitives .......... ... ... 53
M.A. Esfahani and H. Pourreza
6.1  INrOdUCHION. ...ttt 53
6.2  Proposed Method..........c.ccoviiiiiiiiiiiiiiiiiiiiiiiiiiiiiiens 56
6.3  Experimental Results..........ccooiiiiiiiiiiiiiiiiiiiiiiiiiiiinns 58
6.4 CONCIUSION ... vttt e 61
R OIENCES . . .. 62
On the Neutron Point Kinetic Equation with Reactivity
Decomposition Based on Two Time Scales............................... 65
C.E. Espinosa, B.E.J. Bodmann, and M.T. Vilhena
Tl INrOAUCHION . ..t 65
7.2 Neutron POiSONS ............uuuuiiiiiiiiiiiiiiiiia 66
7.3 Point Kinetics with Poisons...............ooooiiiiiiiiiiiiiiiiii,. 66
7.4 Solution by DecOmMpPOSItION ..........uuuuuuuiuiiiiiiiinnanns 67
7.5  Numerical Results ...........uuuuuiiiiiiiiiiiiiiiiia 68
7.6 Algorithm Stability .........cooiiiiiiiiiiia 70
TT CONCIUSIONS . ...t 72
ReferenCes. ... coii e 75



Contents

10

11

12

Iterated Kantorovich vs Kulkarni Method for Fredholm

Integral EQUations. ...
R. Fernandes and F.D. d’ Almeida
8.1  INtrodUCtioN......coviiiiiiiiii i eees
8.2  Details of Implementation in the Case of Weakly

Singular Kernels ..o
8.3  Numerical ResultS........cooiiiiiiiiiiiiiiiiiiiiiii e
8.4  CONCIUSION ..ottt eees
RO OIENCS . . .

Infiltration Simulation in Porous Media: A Universal

Functional Solution for Unsaturated Media.............................
I.C. Furtado, B.E.J. Bodmann, and M.T. Vilhena
9.1 INtrodUCHON . ...ttt
9.2 Modelling Infiltration by the Richards Equation....................
9.3 The Parametrised SOIUtiON ..........oviiiiiiiiiiii it
9.4  Comparison to Benchmark Simulations (HYDRUS)

and Self-Consistency Test..........oovvviiiiiiiiiiiinene....
0.5  CONCIUSIONS . .ottt ettt ettt
R CIENCES .. et
Mathematical Models of Cell Clustering Due to Chemotaxis .........
P.J. Harris
10.1  IntroduCtion . . ..ovu ettt ettt et
10.2 Simple Model........ovviiiiiiiiiiiiiiiiiiiiii e
10.3  Boundary Integral Model ...........cooiiiiiiiiiiiiiiiiiiiiiies
10.4 Numerical Results .........coviiiiiiiiiii i
1O.5 CONCIUSIONS . ..ttt ettt e et
R ereNCeS .. e

An Acceleration Approach for Fracture Problems in the

Extended Boundary Element Method (XBEM) Framework ..........
G. Hattori, S.H. Kettle, L. Campos, J. Trevelyan,

and E.L. Albuquerque

T1.T INtrodUCtioN .. .vvvvtttttitttt s
11.2  Extended Boundary Element Method ..............cooooiiiiiiin
11.3  Adaptive Cross ApproXimation..........eeveeeeeeereeeeeeeeeeeeennn.
T1.4 RESUILS .« ottt eeees
11.5  CONCIUSIONS ...ttt eeeens
R OIENCES . . ..

Flux Characterization in Heterogeneous Transport Problems

by the Boundary Integral Method ........................oooiiiiiiian
R.D. Hazlett

12,1 INtrodUCtON....oovinuitt e
12.2 Boundary Integral Method for Coupled Analytic Solutions .......
12.3  Numerical Boundary Integral Evaluation ...........................

Xiii



Xiv

13

14

15

16

Contents

12.4  Piecewise Continuous SOIUtionsS..........oovvvvieeiiiiiiieeennnnn. 120
12.5 Parametric Methods .........cccooiiiiiiiiiiiiiiiiii i 120
12.6  Prolongation ..........oo.uueeeeeiiiii et 120
12,7 CONCIUSIONS . ..t v eeeeeett e et e e 121
REfEIeNCES . ..t ettt 124
GPU Based Mixed Precision PWR Depletion Calculation ............. 127
A. Heimlich, A.C.A. Alvim, F.C. Silva, and A.S. Martinez
13,1 INtrOAUCHION . ..\ et 127
13,2 TROTY et 128
13.3  Exponential MatriX ... .......uuuuuennniiiiiiiiiiiiiiiiiinns 130
13.4 Runge-Kutta MethodS.........ccooiiiiiiiiiiiiiiiiiiiiiiiiaan 131

13.4.1 Runge-Kutta-Fehlberg.....................ooeeiiieeeels. 131
13.5 Adams-Moulton-Bashford Method...............ccooviiiiiiiinnn, 133
13.6 0 ReSUILS oottt 135
13.7 Conclusions and Further Developments..............coovuvuuunnn. 136
RefEIONCES . .. vttt 136
2D Gauss-Hermite Quadrature Method for Jump-Diffusion
PIDE Option Pricing Models..................coooiiiiiiiiiiiiiiiiii. 137
L. Jédar, M. Fakharany, and R. Company
141 INrodUCtiON. ... vvvtttttttttt e eeees 137
14.2  Mixed Derivative Elimination ............cooeiiiiiiiiiiinnnnnnn. 139
14.3  Numerical Scheme Construction and Properties.................... 140
14.4  Numerical EXample ..o 144
RefereNCeS. ..o eeii e 145
Online Traffic Prediction Using Time Series: A Case study ........... 147
M. Karimpour, A. Karimpour, K. Kompany, and Ali Karimpour
I5.1  INtrodUCtiON.....vvvttettitttt e eeeees 147
15.2  Traffic Modeling by Mixed Logic Dynamic ........................ 148
15.3 In-Flow Rate Prediction...........cccooiiiiiiiiiiiiiiiiiiiinnn... 152
15.4 Experimental Results..........ccooiiiiiiiiiiiiiiiiiiiiiiiiiiiiiennns 153
15.5 Conclusion and DiSCUSSION .......ovviiiiiiiiiiiiiiiiiiiiiiiineinnnns 155
RefereNCeS. ... ceii e 156
Mathematical Modeling of One-Dimensional Oil Displacement
by Combined Solvent-Thermal Flooding ................................ 157
T. Marotto, A. Pires, and F. Forouzanfar
16.1  INrodUCtioN.....vvviteititittt i eees 157
16.2 Physical and Mathematical Model ..............cooeviiiiiiiiin... 158
16.3  Example of Solution ..........ccooiiiiiiiiiiiiiiiiiiiiiiiiiiiiiies 162
O €00} 1 10 L S 0] 1 165

ReferenCes . ..o 167



Contents

17 Collocation Methods for Solving Two-Dimensional Neural

Field Models on Complex Triangulated Domains.......................
R. Martin, D.J. Chappell, N. Chuzhanova, and J.J. Crofts
171 INtrodUCtiON . . ...eevtti ettt e
17.2 A Two-Dimensional Neural Field Model ...........................
17.3  The Collocation Method ............ccceiiiiiiiiiiiiiiiiiiiiienn,
174 RESUILS <ottt
17.5  CONCIUSIONS . ..ttt e et e e
RefEIeNCES . ..o eett e
18 Kulkarni Method for the Generalized Airfoil Equation................
A. Mennouni
18.1 Mathematical Background ..............ccoviiiiiiiiiiiiiiiiiinnn
18.2  Description of the Method ...........cooiiiiiiiiiiiiiiiiiiiiiiinnn,
18.3  Convergence ANalySiS. . ........uuuuuuuuuniiiiiiiiiiiiiinnans
18.4 Numerical EXample ...
RefEIeNCES . ..o eeie e
19 Droplet Deposition and Coalescence in Curved Pipes..................
H. Nguyen, R. Mohan, O. Shoham, and G. Kouba
19.1  INrodUCHION .. .vvvttttttittttt e eeees
19.2  Experimental Program ............coooiiiiiiiiiiiiiiiiiiiiiiiens
19.2.1 TestFacility ......ooovvviiiiiiii
19.2.2 Experimental Results ...................oooeiivieiinnnn...
19.3 Modeling and ResSults .........ovvviiiiiiiiiiiiiiiiiiiiiiiiiiiennns
19.3.1 Physical Model ..............ooiiiiiii
19.3.2 Conservation of Angular Momentum......................
19.3.3  Droplet Size Distribution..................oovvveeieeen....
19.3.4 Droplet Deposition Criterion...............oovvveeeennnn...
19.3.5 Results and DiscussSion ............ovvvveviiiiennninnnnnn...
REfEIeNCES . ..o eeie e

20 Shifting Strategy in the Spectral Analysis for the Spectral
Green’s Function Nodal Method for Slab-Geometry Adjoint

Transport Problems in the Discrete Ordinates Formulation ..........
J.P. Curbelo, O.P. da Silva, C.R. Garcia, and R.C. Barros
20.1  INtrodUCHON. ...oovinntttt ettt
20.2 The Adjoint Sy Problem ..........ccooiiiiiiiiiiiiiiiiiiiiiiiiinns
20.2.1 Detector Response for Adjoint Problems..................
20.3  Spectral ANalysSiS .......uuuuuuu
20.4 The Adjoint Spectral Green’s Function Method (Adjoint-SGF) ...
20.5 The Partial One-Node Block Inversion Iterative Scheme ..........
20.6  Numerical EXamples ..........oviiiiiiiiiiiiiiiiiiiiiiiiiiiienns
20.7 Conclusions and Perspectives. ............uuuuuuuuuiuuinnunnnnnnnnnns
ReferenCes. ... coii e

XV



XVi

21

22

23

24

Contents
A Metaheuristic Approach for an Optimized Design of a Silicon
Carbide Operational Amplifier .....................ooooiiiiiiiiiiii. 211
M. Pourreza and S. Kargarrazi
21,1 INtrodUCtion . ....cooii ittt 211
21.2 Circuit DeSign «.oouuuuetiie e 212
21.3 Metaheuristic Optimization ..........ccovvviiiieeeeiiiiiieeeennnnn. 214
214 ReSUILS ..ot 216
21.5 CONCIUSIONS ...\ttt ittt 217
R ereNCeS . . o 218
Severe Precipitation in Brazil: Data Mining Approach ................ 221
H. Musetti Ruivo, H.F. de Campos Velho, and S.R. Freitas
22,1 INtrodUCHON . ...ttt et 221
222 MethodOIOZY ...vvvriiiiiiitii et 222
22.2.1  Class-CompariSOmn ...ooveeeeerereeeeeeeeeeeeeeeeeeeeennnnn. 223
2222 DeCiSiIon Tree ....ooeeiiiiiiiie i 224
22.3  ReSUILS .ottt e 225
22.3.1 Extreme Rainfall Event Over the City
of Riode Janeiro.............cooviiiiiiiiiiiiie e 225
22.3.2 Extreme Rainfall Event Over Mountainous Region
of the State of Riode Janeiro .............................. 228
B ©e) 1 1o L T 10 S 230
R ereNCeS . . oot 231
Shifting the Boundary Conditions to the Middle Surface in the
Numerical Solution of Neumann Boundary Value Problems
Using Integral Equations ............. ..., 233
A.V. Setukha
23,1 INtrodUCHON . ...ttt e e e 233
23.2  Shifting the Boundary Conditions to the Middle Surface
and Numerical Method.............coooiiiiiiiiiii i 234
23.3 Application to the Problem of the Flow Around a Wing in
the Model of an Ideal Incompressible Fluid ........................ 237
23.4  Numerical Results and Conclusions................ccooeeeeeiienn.. 239
N (5 1S 1 16 242
Performance Assessment of a New FFT Based High Impedance
Fault Detection Scheme ..................coooiiiiiiiiiiiiiiiiiiiiiiiiiin, 245
A. Soheili and J. Sadeh
241 INtrodUCHON . ...ttt et e e ie e e ieae e e eeas 245
24.2  Introduction to HIF Detection Schemes....................coveue.. 247
24.3  Simulation Results .........cooiiiiiiiiiiiiiiiii i 249
S @) 1 Te] 11 £ 10 ) o 253
R ereNCeS . . ettt 254



Contents
25 H? Matrix and Integral Equation for Electromagnetic
Scattering by a Perfectly Conducting Object............................
S.L. Stavtsev
25.1 INtrodUCtiON.....ooiuuueiettt it e
25.2 Electrodynamics Problem and Integral Equation ...................
25.3 Mosaic-Skeleton ApproXimations .................eeeeuueuuununnnnns
25.4  Algorithm for Calculation of a H? MatriX ..........................
25.5 Direct Solver for Systems with 2 Matrices .......................
ReferenCes. .. oovii i
26 Fast Parameter Estimation for Cancer Cell Progression
and Response to Therapy ...............ooooiiiiiiiiiiiiiiiiiiiii
P. Stpiczynski and B. Zubik-Kowal
26.1  INtrodUCtiON......oouuttittiiiii e
26.2  Growth of Human Tumor CellS............uuuuiiiiiiiiiiiiiiiiinn
26.3 Parallelization Based on Time-Domain Decomposition............
26.4 Parallelization for a Generalized Model of in vivo
Tumor Growth ...
26.5 Conclusions and Future Work ...........coooiiiiiiiiiiiiiiiiiinn.
ReferenCes. .. cooin e
27 Development of a Poroelastic Model of Spinal Cord Cavities .........
J. Venton, P.J. Harris, and G. Phillips
27. 1 INrOdUCHION . ...ttt eeeeeeeeees
27.2 Spinal Cord Model ...........o oo
27.2.1 Poroelasticmodel...................oo
27.2.2 Finite element simulations ........................ooeeeaan.
27.3 Model Parameters ............eeiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieas
27.3.1 Young’s modulus and Poisson’s ratio......................
27.3.2 Permeability and porosity ..............ccooiiiiiiiiiann
27.4  Spinal Cord Simulations .............ccooiiiiiiiiiiiiiiii i,
REf@IENCES . . ..
28 A Semi-Analytical Solution for a Buildup Test for a Horizontal

Well in an Anisotropic Gas Reservoir ....................................
B.J. Vicente, A.P. Pires, and A.M.M. Peres
28. 1 INErOdUCHION . ...ttt
28.2 Nonlinear Differential Equation Formulation.......................
28.3 Reformulation as an Integral-Differential Equation ................
28.4 Application: Buildup Test in a Horizontal Well ....................
28.4.1 Formulation and Solution at the Wellbore.................
28.4.2 Fluidand Rock Data..................iiiiiinn,
28.4.3 Comparison to Finite Difference...........................
28.5  CONCIUSIONS ...t vttt
RefereNCeS . . ..ottt

XVii



XViii

29 Counter-Gradient Term Applied to the Turbulence

Parameterization in the BRAMS .......................

M.E.S. Welter, H.F. de Campos Velho, S.R. Freitas,
and R.S.R. Ruiz

29.1 Introduction............ccooeeiiiiiiiiiineeennnnnnnn.
29.2 Turbulence Model ................ccooeiiiiiinn..

29.2.1 Counter-Gradient Model .................
29.3 Meso-Scale Atmospheric Model: BRAMS .......
29.4  Simulation with BRAMS on the Amazon Region
29.5 FinalRemarks ................ooooiiiiii ..
References.......coooeeiiiiiiiii i

Contents



List of Contributors

Nadia M. Abusag Nottingham Trent University, Nottingham, UK
Mario Ahues Blanchait University of Lyon, Saint—Etienne, France
Eder L. de Albuquerque University of Brasilia, Brasilia, Brazil
Filomena D. d’Almeida University of Porto, Porto, Portugal
Francesco Altomare University of Bari, Bari, Italy

Anténio C.A. Alvim Federal University of Rio de Janeiro, Rio de Janeiro, RJ,
Brazil

Tsegaye G. Ayele Addis Ababa University, Addis Ababa, Ethiopia

Luiz F.F.C. Barcellos Federal University of Rio Grande do Sul, Porto Alegre, RS,
Brazil

Ricardo C. Barros State University of Rio de Janeiro, Nova Friburgo, RJ, Brazil
Miriam Belmaker The University of Tulsa, Tulsa, OK, USA
Elvise Berchio Polytechnic University of Torino, Torino, Italy

Bardo E.J. Bodmann Federal University of Rio Grande do Sul, Porto Alegre, RS,
Brazil

Davide Buoso Polytechnic University of Torino, Torino, Italy
Lucas Campos University of Brasilia, Brasilia, Brazil

Haroldo F. Campos Velho National Institute for Space Research, Sdo José dos
Campos, SP, Brazil

Luis P. Castro University of Aveiro, Aveiro, Portugal
David J. Chappell Nottingham Trent University, Nottingham, UK

Nadia Chuzhanova Nottingham Trent University, Nottingham, UK

Xix



XX List of Contributors

Alberto Cialdea University of Basilicata, Potenza, Italy

David L. Colton University of Delaware, Newark, DE, USA

Rafael Company Polytechnic University of Valencia, Valencia, Spain

Christian Constanda The University of Tulsa, Tulsa, OK, USA

Jonathan J. Crofts Nottingham Trent University, Nottingham, UK

Jesiis Pérez Curbelo State University of Rio de Janeiro, Nova Friburgo, RJ, Brazil
Fateme Daburi Farimani Ferdowsi University of Mashhad, Mashhad, Iran

Panagiotis Dimitrakopoulos The University of Maryland, College Park, MD,
USA

Patrizia Donato University of Rouen Normandie, Saint—Etienne-du-Rouvray,
France

Dale Doty The University of Tulsa, Tulsa, OK, USA

Maryna V. Dubatovskaya The Belarusian State University, Minsk, Belarus
Tamirat T. Dufera Adama Science and Technology University, Adama, Ethiopia
Mahdi A. Esfahani Ferdowsi University of Mashhad, Mashhad, Iran

Carlos E. Espinosa Federal University of Rio Grande do Sul, Porto Alegre, RS,
Brazil

Mohamed Fakharany Tanta University, Tanta, Egypt

Julio C.L. Fernandes Federal University of Rio Grande do Sul, Porto Alegre, RS,
Brazil

Rosério Fernandes University of Minho, Braga, Portugal

Gustavo Fernandez-Torres National Autonomous University of México, Ciudad
de México, México

Milton Ferreira Polytechnic Institute of Leiria, Leiria, Portugal

Fahin Forouzanfar The University of Tulsa, Tulsa, OK, USA

Saulo R. Freitas NASA Goddard Space Flight Center, Greenbelt, MD, USA

Igor C. Furtado Federal University of Rio Grande do Sul, Porto Alegre, RS, Brazil
Carlos R. Garcia Institute of Technology and Applied Sciences, La Habana, Cuba
Filippo Gazzola Polytechnic University of Milano, Milano, Italy

Delfina Gémez University of Cantabria, Santander, Spain

Rita C. Guerra University of Aveiro, Aveiro, Portugal

Paul J. Harris University of Brighton, Brighton, UK



List of Contributors XX1

Gabriel Hattori Durham University, Durham, UK

Randy D. Hazlett The University of Tulsa, Tulsa, OK, USA

Adino Heimlich Nuclear Engineering Institute, Rio de Janeiro, RJ, Brazil

Lucas Jédar Polytechnic University of Valencia, Valencia, Spain

Hanane Kaboul University of Lyon, Saint—Etienne, France

Saleh Kargarrazi The Royal Institute of Technology, Kista, Sweden

Abolfazl Karimpour Iran University of Science and Technology, Tehran, Iran
Ali Karimpour Ferdowsi University of Mashhad, Mashhad, Iran

Mostafa Karimpour Ferdowsi University of Mashhad, Mashhad, Iran

Yuri I. Karlovich Autonomous State University of Morelos, Cuernavaca, Morelos,
Meéxico

Sam H. Kettle Durham University, Durham, UK

Andreas Kleefeld Forschungszentrum Jiillich GmbH, Jiilich, Germany

Kianoush Kompany Virginia Tech, Blacksburg, VA, USA

Gene Kouba Chevron Energy Technology Company (Retired), Houston, TX, USA
Piotr Kozarzewski University of Warsaw, Warsaw, Poland

Cibele A. Ladeia Federal University of Rio Grande do Sul, Porto Alegre, RS,
Brazil

Luca Lanzoni University of San Marino, San Marino, San Marino

Sergio Q. Bogado Leite National Nuclear Energy Commission, Rio de Janeiro,
RJ, Brazil

Vita Leonessa University of Basilicata, Potenza, Italy

Angelica Malaspina University of Basilicata, Potenza, Italy

Clelia Marchionna Polytechnic University of Milano, Milano, Italy
Tamires Marotto North Fluminense State University, Macaé, RJ, Brazil
Rebecca Martin Nottingham Trent University, Nottingham, UK

Aquilino S. Martinez Federal University of Rio de Janeiro, Rio de Janeiro, RJ,
Brazil

José M.A. Matos Politechnic School of Engineering, Porto, Portugal

André Meneghetti Federal University of Rio Grande do Sul, Porto Alegre, RS,
Brazil

Abdelaziz Mennouni University of Batna 2, Batna, Algeria



XXii List of Contributors

Sergey E. Mikhailov Brunel University West London, Uxbridge, UK
Dorina Mitrea University of Missouri, Columbia, MO, USA

Ram Mohan The University of Tulsa, Tulsa, OK, USA

Mirella Cappelletti Montano University of Bari, Bari, Italy

Hunghu Nguyen The University of Tulsa, Tulsa, OK, USA

Andrea Nobili University of Modena and Reggio Emilia, Modena, Italy
Nicholas H. Okamoto University of Missouri, Columbia, MO, USA

Fernando R. Oliveira Federal University of Rio Grande do Sul, Porto Alegre, RS,
Brazil

Stefano Panizzi University of Parma, Parma, Italy

Maria V. Perel St. Petersburg State University, St. Petersburg, Russia
Alvaro M.M. Peres North Fluminense State University, Macaé, RJ, Brazil
Maria Eugenia Pérez University of Cantabria, Santander, Spain

Gary Phillips University of Brighton, Brighton, UK

Adolfo P. Pires North Fluminense State University, Macaé, RJ, Brazil
Alexander V. Podol’skii Moscow State University, Moscow, Russia
Carlos F. Portillo Oxford Brookes University, Wheatley, UK
Hamid-Reza Pourreza Ferdowsi University of Mashhad, Mashhad, Iran
Maryam Pourreza Sharif University of Technology, Tehran, Iran

Enrico Radi University of Modena and Reggio Emilia, Reggio Emilia, Italy
Federica Raimondi University of Salerno, Fisciano, SA, Italy

Habib Rajabi Mashhadi Ferdowsi University of Mashhad, Mashhad, Iran
Ioan Rasa Technical University of Cluj-Napoca, Cluj-Napoca, Romania
Elisabeth Reichwein Heinrich-Heine-Universitét, Diisseldorf, Germany
Manuela Rodrigues University of Aveiro, Aveiro, Portugal

Sergei V. Rogosin The Belarusian State University, Minsk, Belarus

Heloisa M. Ruivo National Institute for Space Research, Sdo José dos Campos,
SP, Brazil

Renata S.R. Ruiz National Institute for Space Research, Sdo José dos Campos,
SP, Brazil

Javad Sadeh Ferdowsi University of Mashhad, Mashhad, Iran



List of Contributors XXiii

Aleksey V. Setukha Lomonosov Moscow State University, Moscow, Russia
Tatiana A. Shaposhnikova Moscow State University, Moscow, Russia

Ovadia Shoham The University of Tulsa, Tulsa, OK, USA

Mikhail S. Sidorenko Ioffe Institute, St Petersburg, Russia

Fernando C. Silva Federal University of Rio de Janeiro, Rio de Janeiro, RJ, Brazil
Odair P. da Silva State University of Rio de Janeiro, Nova Friburgo, Brazil

Adel Soheili Ferdowsi University of Mashhad, Mashhad, Iran

Stanislav L. Stavtsev Institute of Numerical Mathematics of the Russian Academy
of Sciences, Moscow, Russia

Olaf Steinbach Graz University of Technology, Graz, Austria

P. Stpiczynski Maria Curie-Sktodowska University, Lublin, Poland
Jon Trevelyan Durham University, Durham, UK

Marecelo S. Trindade University of Porto, Porto, Portugal

Nguyen M. Tuan National University of Viet Nam, Hanoi, Vietnam
Paulo B. Vasconcelos University of Porto, Porto, Portugal

Vladimir B. Vasilyev National Belgorod Research State University, Belgorod,
Russia

Jenny Venton University of Brighton, Brighton, UK
Bruno J. Vicente North Fluminense State University, Macaé, RJ, Brazil
Nelson Vieira University of Aveiro, Aveiro, Portugal

Marco T.B.M. Vilhena Federal University of Rio Grande do Sul, Porto Alegre,
RS, Brazil

Darko Volkov Worcester Polytechnic Institute, Worcester, MA, USA

Maria E.S. Welter National Institute for Space Research, Sdo José dos Campos,
SP, Brazil

Elvira Zappale University of Salerno, Fisciano (SA), Italy
Sergey Zheltukhin Rifiniti, Inc., Boston, MA, USA
Barbara Zubik-Kowal Boise State University, Boise, ID, USA



Chapter 1

On a Continuous Energy Monte Carlo Simulator
for Neutron Transport: Optimisation with
Fission, Intermediate and Thermal Distributions

L.EF. Chaves Barcellos, B.E.J. Bodmann, S.Q. Bogado Leite,
and M.T. Vilhena

1.1 Introduction

Neutron transport is relevant in a variety of applications as, for instance, in medicine,
industrial applications, radiation protection and nuclear energy production among
others. In this context, the present work reports on the development of a simulator
for neutron transport considering continuous energy dependence of cross sections
[CaEtAlll, CaEtAll13]. As a progress in comparison to other implementations, the
cross sections are parametrisations in the range between 0 MeV and 20 MeV,
including resolved and unresolved resonances, and with a maximum deviation
smaller than ~ 1% from measured data. Other implementations may be found in
the literature such as Serpent [Le15], MCNP [Mo03], Tripoli [BoEtAl03], OpenMC
[RoFo13], Keno [PeCo75], GEANT [AgEtAlO3], MCBend [CoEtAll3], where
cross sections are determined from interpolation of cross section from databases.
In the present contribution we report on an optimisation of a Monte Carlo
simulator based on the interaction and tracking philosophy also found in GEANT.
In the former neutrons are classified according to three overlapping energy distribu-
tions (fission, intermediate and thermal). Neutrons from fission and during slowing
down suffer predominantly down-scattering, whereas in the thermal region neutrons
may gain kinetic energy from collisions with nuclei and molecules due to their
thermal motion. To circumvent simulating thermal up- and down-scattering that do
not significantly change properties of the thermal neutron population, we introduce
a statistical treatment reducing the problem by considering reaction rates only.
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The fission and the thermal distributions preserve shape, but their respective
integrals may vary with time, whereas the intermediate distribution has unknown
shape and integral. It is noteworthy that all distributions are continuous over the
whole energy range and thus one faces the challenge to determine for a neutron
with given kinetic energy to which distribution it belongs.

1.2 Neutron Transport by a Monte Carlo Method

The underlying philosophy of the present simulator follows the paradigm of the
GEANT platform, which besides efficient geometry resource makes use of tracking
and interaction algorithms. The present simulator considers the same degrees of
freedom as the Boltzmann transport equation, namely position, time, propagation
direction and kinetic energy. Different than deterministic models found in the
literature such as diffusion theory, the Py and Sy approximation for the transport
equation [Sj13] and the references therein, the method employed here to attain
physical information of the transport phenomenon is by sampling of a sufficiently
high number of neutron histories from a physical Monte Carlo procedure that allows
to determine quantities such as the spectral neutron population, the angular or scalar
flux depending on the specific tags that are being used either in the simulation or in
a posterior data evaluation. With the present contribution we simulate a simplified
reactor neutron problem and focus on the question of identifying the distribution
a neutron with a specific energy belongs to. The problem of identification arises
due to the fact that two adjacent distributions overlap significantly in certain energy
regions.

1.3 Program Description

The C++ Monte Carlo simulator in development features sectionally analytical
functions for the energy dependent microscopic cross sections in the range from
0 MeV to 20 MeV . In the present case 200 executions were performed, each starting
with 5000 neutrons, and ending up with 10° neutron histories. For tallying reasons
linked to computer hardware constraints each execution was limited to 5000 Monte
Carlo steps, and these were segmented in 50 intervals of 100 steps each, i.e. after
100 steps the simulation reached a checkpoint, where it was halted and the respective
dataset was saved. The subsequent run then used these data as the initial condition
for the following 100 steps.

At the beginning of each Monte Carlo step, neutrons created by fission are given
two random angles (between [0, 27r] and [—7/2, 7t /2], respectively) that define their
direction and further a random energy that obeys the fission distribution and the
positions are given by coordinates of the fission reaction.

Y(E) = 0.453 ¢ 1036 MV E Ginh /229 MeV—TE (1.1)
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Note, the tracking and the interaction scheme was optimised in the sense
that each Monte Carlo step has an interaction, which increases computational
efficiency, but at the cost of loosing a unique relation between Monte Carlo step
and corresponding time interval. Thus, a Monte Carlo step may be related only to
an average of a time interval distribution that may be reconstructed from the tallies.
After the displacement of the neutron its position is checked in order to evaluate
whether it remains still in the reactor core volume or whether it escaped, where in
the latter case the history of the neutron ends and a new neutron is selected. Finally,
the type of neutron interaction is selected, which is based on both region and neutron
energy.

In the case of radiative capture the procedure is the same as for escape, the
neutron’s history ends and a new neutron is chosen. In case that fission occurs,
the history of the fission inducing neutron ends and a multiplicity of new neutrons
is generated. In case of scattering the energy and the direction angles are updated
for the next step. The main structure of the program is shown on the flowchart in
Figure 1.1.

As a simplified case study, we consider the geometry of the reactor by a cube with
edges of dimensions 400 cmx400 cmx400 cm. The inner part contains three regions,
where region 1 measures 250 cm x 250 cm x 400 cm and contains a homogeneous
mixture of water and uranium dioxide enriched to 0.73% and the latter occupies 25%
of the respective volume. Around the central box there is a hollow box, i.e. region
2, with extensions 350 cm x 350 cm x 400 cm and is composed of water. There is a
second hollow box, allocated in region 3 with a homogeneous mixture of water and
uranium dioxide, but with completely depleted uranium dioxide which occupies
45% of the respective volume. For convenience we adopted periodic boundary
conditions in the vertical direction (aligned with the z— axis). The program executes
the tracking and interaction of neutrons in the whole volume.

The position in which a reaction will occur at the end of a Monte Carlo step
depends on the kinetic energy of the neutron, its position at the beginning of the
step, the direction of movement and the total macroscopic cross sections of the
chemical composition of the reactor core material along the trajectory. The final
position of the track will then be determined by a stochastic selection for the length
of the travelled path. To this end a multiple S of the mean free path is generated by
a random number, following a standard procedure S = —In(1 — a) and a € [0, 1].
Consequently the length of the path is L = SX~! where X, is the microscopic
total cross section characteristic for the path. In case a neutron crosses a boundary
between sub-domains the path length is calculated by a weighted sum of cross
section contributions characteristic for the respective regions L = >, P;S X!,
where P; is the fraction of S that corresponds to the trajectory segment within the i-th
sub-domain. After updating the position, a verification checks whether the neutron
remains inside the boundaries of the reactor core volume, and thus whether the
neutron tally continues inside or terminates outside the domain.

After the position of the interaction is defined, the target involved in the reaction
is chosen. In Region 2 the target is a water molecule or one of its constituents
(H and O), whereas in regions 1 or 3 a random number is generated and compared



Start of Monte
Carlo step.

Is the neutron
born from fission?

Define energy
and direction.

Define final posi-
tion and step time.

L.EF.C. Barcellos et al.

Neutron is inside
the reactor?

Define type
of interaction.

no

ergy and direction. of new neutrons.

) . Radiative
Scattering Capture
Fission
Define new en- ‘ ‘ Define number }—{ End of history. —

Is this the fi-
nal step?

Save data for

S next iteration.

End of Monte
Carlo step.
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to the volume proportions of water and uranium
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its constituents. The subsequent step is then to select the type of interaction by

generating a random number which is compared to

the stoichiometric ratio of the

cross section of all possible targets. As an example, the probability of a reaction in

Ji in which e is

uranium dioxide (UQO,) is given by p; =

201.0+e0ry—235+(1—e) or.u—238°

the enrichment, o; ¢ is the total cross section of oxygen-16, 0, y—»35 the total cross
section of uranium-235, o0, y—»3s the total cross section of uranium-238 and o; is the
cross section of a specific neutron reaction in one of the nuclei.

1.4 Nuclear Reactions

If the chosen reaction is fission two stochastic operations are in order. The first one
is to decide the number of neutrons born from fission, and the second is to define
their energies. In order to define the number of neutrons from fission a random
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number v is generated between 0 and 0.972. The upper limit was chosen such as to
guarantee that the average number of neutrons created in fission coincides with the
expected value of v = 2.48 for fission induced by thermal neutrons and nuclear fuel
U-235. It is noteworthy that the huge bulk of fission reactions releases either two
or three neutrons, so that to a good approximation only these two cases are taken
into account. These neutrons have energies roughly in the range between 10° MeV
up to 10! MeV as given by Equation (1.1). The position of the fission reaction is
also recorded for it is the initial position of the next Monte Carlo step of the newly
generated neutrons. At the present state of developments no contributions due to
delayed neutrons are considered, this pertinent issue will be included in the next
version of the simulator.

In case of scattering, a new energy and a new direction in agreement with energy
and momentum conservation must be given to the neutron. A simplification of the
program is that it considers the scattering as isotropic in the centre of mass system.
Strictly speaking, scattering is isotropic for low kinetic energies and small nuclei,
however, as the collision energies become higher and/or target nuclei become larger,
anisotropy increases. So far the described processes treat down-scattering only, i.e.
energy loss of neutrons in their interactions with their respective targets [G1Se94].

E  A*+2Acos(9) + 1

E (A +1)?

Here E is the energy of the neutron in the Laboratory system before the collision,
E' is the energy of the neutron in the Laboratory system after the collision and
6 is the angle of scattering measured in the Centre-of-Mass system and that is in
the plane that contains both vectors of incident direction and scattered direction
of the neutron. However, the closer neutrons approach thermal energies also
up-scattering is important, due to the thermal motion of the target nuclei which
is no longer negligible. As soon as neutrons may be classified as thermal they
are in equilibrium with the environment which allows to simplify the tracking and
interaction procedure. Equilibrium implies conservation of the respective energy
distribution, so that the only relevant stochastic quantity that shall be determined is
the reaction rate.

The procedure to determine whether a neutron belongs to the thermal distribution
is as follows. A random number between O and 1 is generated and compared to
the Maxwell-Boltzmann cumulative distribution with an equilibrium temperature of
568 K. Should the random number be larger than the cumulative distribution, then
the neutron is considered to be in thermal equilibrium with the moderator. Neutrons
that are part of the thermal population are assigned a new energy, sampled from the
Maxwell-Boltzmann probability distribution.

The procedure to find the new neutron direction after scattering is determined
in a complete three-dimensional fashion, although cylinder symmetry would allow
a reduction into a plane. Let the unit vector é,- be the direction of the incoming
neutron with & € [0,2x] and B8 € [—n/2, w /2] angles with respect to the laboratory
reference frame (see Equation (1.2)). For convenience one may construct one
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Fig. 1.2 Sketch of the
neutron scattering scheme

possible final direction .Q* (see Figure 1.2). All remaining possible final vectors in
agreement with cyhnder symmetry may be generated with two auxiliary orthogonal
vectors .Qp and .QQ that by construction are symmetrical on either side of the
scattering plane defined by .Q and .Q* (see Equation (1.3)). The vector .Qp + .QQ
lies then in the scattermg plane, whereas 2p — .QQ is perpendicular to the latter.
The plane by .Qp and .QQ defines the rotation plane that contains the circle with

all possible outcomes for the final direction éf of the neutron after scattering (see
Figure 1.2).

. cos(a) cos(B) ) cos(a) cos(B + V)
£2; = | sin(a) cos(B) | . 27 = | sin(a) cos(B + ¥) (1.2)
sin(p) sin(B + ¥)
Sll’l(l//) (AQP _ QQ) _ Q % .Q*
V2
(1.3)
S“i(}”) (2 + B9) = BF —cos(¥) &,

2 = cos(Y) 2; + sin(Y) (cos(P) 2p + sin(P) 2y)

Here @ € [0,2n] is a random angle. A necessary feature of scattering not
implemented yet is due to the fact that approximately below 1 eV instead of a single
free nuclide one has to consider whether the atom is a constituent of a molecule
or solid state, so that in the previous case molecular degrees of freedom such as
rotation and vibration shall be considered, whereas in a solid state phonon degrees
of freedom shall be taken into account.
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1.5 Coupled Distributions

Several features that characterise the simulator are new and different to the other
aforementioned neutron transport codes. Since none of them makes use of properties
such as shape preservation of distributions or the fact that in the thermal regime
consequences of thermal equilibrium may be explored, as a consistency test of the
present implementation we compare a linearised model for the coupled distributions
with direct findings from the simulation. To this end the following system of
differential equations is considered and solved.

5 (P —Afcel A1) 0 Dy
Y D, | = 0 —Arce2 — A Ai32) D,
Ds VAs | VAs2 VAf3 = Afces — Aiz2)/) \D3

Af,c,e,i = Af'i 4+ Aci + Aei foriel,2,3

Here D is the total number of particles in each distribution, A is the mean rate of
each interaction per Monte Carlo step, v is the mean number of neutrons emitted by
fission, the subscripts 1, 2 and 3 represent, respectively, the thermal, intermediate
and fission distribution, and the subscripts f, ¢, e and ¢(i, j) represent, respectively,
the fission reaction, radiative capture reaction, neutron leakage and the transition of
a neutron from distribution i to distribution j. The aforementioned interaction rates
are computed after the simulation is completed.

1.6 Results

Results were obtained for a starting population of 10° neutrons. The behaviour of
the total population along all 5000 Monte Carlo steps is shown in Figure 1.3.

By inspection of Figure 1.3 one identifies a sub-critical regime, this will also be
supported by the computation of the neutron multiplication factor. It is also possible
to note an increase of the number of neutrons during the first steps of the simulation.
This behaviour, apparently in contrast to the sub-critical tendency, is attributed to the
fact that the simulation is started with a fission distribution only. Criticality can be
evaluated by dividing the number of fissions caused by neutrons of one generation
by the number of fissions caused by neutrons of the previous generation, in such
a way that each time neutrons are created by fission they belong to a generation
that follows the generation of the neutron that induced the fission reaction. Along
the 5000 Monte Carlo step 252 neutron generations were identified. The resulting
neutron multiplication factor is presented in Figure 1.4.

Figure 1.4 shows that after generation 200 the neutron multiplication factor
deviates from the behaviour presented in previous steps. This can be explained
by the fact that neutrons of different generations are present in the same Monte
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Fig. 1.4 Multiplication factor from the neutron life cycle

Carlo step and, as the simulation is stopped at step 5000, the number of neutrons
in a generation that causes fission diminishes for the subsequent generations, and
thus the decay of the multiplication factor is an artefact of the way the simulation
terminates. The first generations are also less representative, for they are influenced
by the specific conditions that define initialisation. For the generations 20 to 200 the
geometric mean of the neutron multiplication factor was calculated with numerical
value k.; = 0.998417.

In Figure 1.5 the ratios of the populations of each of the three distributions by the
total population for each step are shown.



