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Preface

Metabolomics is a rapidly-emerging sector of post-genome research. The
metabolome (a set of all metabolites of an organism) represents not only
the ultimate phenotype of cells by the perturbation of gene expression and the
modulation of protein functions caused by the environment or mutations, but
the metabolome can also feed back on gene expression and protein function.
Therefore, metabolomics plays a key role for understanding cellular systems.
Metabolomics is applied to a variety of biological fields from medical science
to agriculture. Nevertheless, metabolomics research is particularly important
in the plant field because plants collectively produce a huge variety of chemical
compounds, far more than animals and even microorganisms. The number
of all metabolites in the plant kingdom is estimated at 200,000 or more. In
addition, most of the human-beneficial properties of plants, be they foods,
medicinal resources, or industrial raw materials, are ascribed to plant metabo-
lites.

This book aims to review the current status of plant metabolomics research.
Since metabolomics itself is a new field, no such comprehensive book has yet
been published. The chapters are divided into three sections: analytical tech-
nology, bioinformatics, andapplications.These represent threemajor elements
of metabolomics research. Each chapter provides cutting-edge information
contributed by leading researchers from throughout the world.

We hope that this book will be a landmark for plant metabolomics research
into the future and will give beneficial guidance to graduate students and
researchers inacademia, industry, and technology transferorganizations. Since
metabolomics is still a growing discipline, further technology development in
chemical analysis and bioinformatics will be required. We look forward to
breakthrough technology innovations in metabolomics, and yet unforeseen
findings and applications in plant science.

Finally, we would like to acknowledge our contributors who have enthusias-
tically put their efforts to ensure the high scientific quality of this volume. We
also would like to thank our colleagues at Springer.

January 2006 Kazuki Saito,
Richard A. Dixon,

and Lothar Willmitzer
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Section I Analytical Technology



I.1 Gas Chromatography Mass Spectrometry

J. Kopka1

1 Introduction

GC-MS technology has been used for decades in studies which aim at the
exact quantification of metabolite pool size and metabolite flux. Exact quan-
tification has traditionally been focused on a single or small set of predefined
target metabolites. Today GC-MS is one of the most widely applied technology
platforms in modern metabolomic studies. Since early applications in unrav-
elling the mode of action of herbicides (Sauter et al. 1988) it has experienced
a renaissance (Fig. 1) in post-genomic, high-throughput fingerprinting and
metabolite profiling of genetically modified (e. g. Roessner et al. 2001a,b, 2002;
Fernie et al. 2004) or experimentally challenged plant samples (e. g. Cook et
al. 2004; Kaplan et al. 2004; Urbanczyk-Wochniak and Fernie 2005). Metabolic
phenotyping and analysis of respective phenocopies by metabolite profiling
has become an integral part of plant functional genomics (Fiehn et al. 2000b;
Roessner et al. 2002; Fernie et al. 2004). The essence of metabolite profiling,
namely the non-biased screening of biological samples for changes of metabo-
lite levels relative to control samples, has been thoroughly discussed earlier
and is clearly distinguished from fingerprinting approaches and the concept
of exact quantification (Fiehn et al. 2000b; Sumner et al. 2003; Birkemeyer et
al. 2005).

GC-MS-based metabolome profiling analysis is on the verge of becoming
a routine technology. This fact substantially contributes to the development
of metabolomics as a fourth integral part of the Rosetta stone for functional
genomics and molecular physiology (Trethewey et al. 1999; Fiehn et al. 2000b;
Trethewey 2004). Nevertheless, GC-MS technology is already challenged again
by new bottlenecks and demands for improved data sets which are optimised
for the mathematical modelling tools currently developed in the fields of bioin-
formatics and biological systems analysis.

The challenges of modern, multi-parallel, GC-MS based metabolite anal-
ysis are manifold: (i) automation of sample preparation, wet chemistry and
data processing after acquisition for increased throughput and reproducibil-
ity, (ii) extension of the analytical scope of metabolomics studies, for example
by combined analysis of single samples using multiple analytical technol-
ogy platforms, and combined analysis with the proteome and transcriptome

1 Max Planck Institute of Molecular Plant Physiology, Am Mühlenberg 1, 14476 Potsdam-Golm,
Germany, e-mail: Kopka@mpimp-golm.mpg.de

Biotechnology in Agriculture and Forestry, Vol. 57
Plant Metabolomics (ed. by K. Saito, R.A. Dixon, and L. Willmitzer)
© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Literature survey of publications which associate the concepts, “metabolite”, “profiling”,
and “gas chromatography” performed on 1/2005. A total of ∼500 citations without conference
proceedings, abstracts and book chapters were found. The frequency of publications in all bio-
logical sciences (open circles) is compared to the contribution by plant metabolomics community
(closed circle)

(Weckwerth et al. 2004b), (iii) profiling of trace compounds, or signalling
molecules in the presence of bulk metabolites (Mueller et al. 2002; Birkemeyer
et al. 2003; Schmelz et al. 2003, 2004), (iv) increasing accuracy in multi-parallel
metabolite quantification (Birkemeyer et al. 2005), (v) combining profiling and
flux analyses (Roessner-Tunali et al. 2004), (vi) establishment of quantitative
repeatability, unambiguous nomenclature and comparability between analy-
ses performed in different laboratories or using different analytical technology
platforms (Schauer et al. 2005), and (vii) finally – perhaps the most important
challenge of all metabolomic investigations – the identification of the unidenti-
fied majority of metabolic components from metabolite profiling experiments
(Fiehn et al. 2000a; Schauer et al. 2005).

In agreement with the focus of this chapter the above challenges have pre-
dominantly analytic or technical motivation. The breakthrough of metabolo-
mic investigations, however, will depend on the access to hitherto unavail-
able fundamental insights into metabolic and systems interactions. Increas-
ingly integrative studies which consider the metabolome, proteome, tran-
scriptome, and genome evolution of an organism have been initiated and
are to be expected. Promising steps have been made – using GC-MS tech-
nology – towards network analysis (Fiehn 2003; Weckwerth et al. 2004a)
and correlation studies between or within metabolome and transcriptome
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constituents (Urbanczyk-Wochniak et al. 2003; Steinhauser et al. 2004; Kopka
et al. 2005). A detailed discussion of these general aspects including GC-
MS studies and beyond can be found in the applications section of this
book.

2 GC-MS Profiling Technology in a Nutshell

Metabolite profiling with GC-MS involves six general steps:

1. Extraction of metabolites from the biological sample, which should be as
comprehensive as possible, and at the same time avoid degradation or mod-
ification of metabolites (e. g. Kopka et al. 2004).

2. Derivatisation of metabolites making them amenable to gas chromatogra-
phy. Metabolites which are not volatile per se require chemical modification
prior to GC analysis.

3. Separation by GC. High resolution GC can also be highly reproducible as
it involves automated sample injection robotics, highly standardised con-
ditions of gas-flow, temperature programming, and standardised capillary
column material.

4. Ionisation of compounds as they are eluted from the GC. Electron impact
(EI) ionisation is most widely used, as it is the technology which is least
susceptible to suppression effects and produces reproducible fragmentation
patterns.

5. Time resolved detection of molecular and fragment ions. Mass separation
and detection can be achieved with different mass-detection devices, in-
cluding sector field detectors, quadrupole detectors (QUAD), ion trap tech-
nology, and time-of-flight detectors (TOF). The choice of detectors depends
on the targeted analytical niche. GC-MS systems with QUAD detection are
most widely spread for routine analysis. Ion trap technology allows MS×MS
(two-dimensionalMS)analysis for structural elucidationand targetedquan-
tification of trace compounds (e. g. Mueller et al. 2002). TOF detection can
either be tuned to fast scanning rates (van Deursen et al. 2000) or to high
mass precision comparable to sector field systems. Fast scanning GC-TOF-
MSenables the, today,most advanced technology in theGC-MSfield, namely
two dimensional GC×GC-TOF-MS (two-dimensional GC-TOF-MS) (Ryan et
al. 2004; Sinha et al. 2004a–c).

6. Acquisition and evaluation of GC-MS data files. All GC-MS system manu-
facturers provide software which is tuned for targeted, quantitative metabo-
lite analysis. The targeted approach involves unequivocal identification of
predefined metabolites by expected chromatographic retention times and
mass-spectral fragmentation patterns and quantitative calibration by au-
thentic standard concentrations. Recent software developments support the
non-targeted analysis of GC-MS patterns, and the full evaluation of all re-
solved compounds. This feature of GC-MS allows discovery of novel hitherto
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unknown metabolites. As we are far from knowing all possible metabolites
of a given organism, non-biased, truly comprehensive data evaluation is the
most essential requirement of metabolite profiling.

2.1 Chemical Derivatisation and Chromatography

The principles of fast metabolic sample inactivation and nondestructive ex-
traction are common to all metabolome analyses. In contrast to all other
technologies GC-MS is inherently restricted to volatile and temperature-stable
compounds. The scope of GC-MS for metabolite analysis is limited by the
typical temperature range of commercial capillary columns, for example up
to 320–350 ◦C. The lower temperature range is determined by ambient tem-
perature, but cold trapping devices and isothermal GC allow analysis of low
molecular weight gases and highly volatile metabolites. GC received a consid-
erable extension of applications through the development of a highly versatile
tool box of derivatisation reagents, which chemically transform non-volatile
metabolites into volatile analytes for GC-MS analysis (e. g. Knapp 1979; Blau
and Halket 1993; Toyo’oka 1999). To date, GC-MS profiling of metabolites in
plants has largely been confined to compounds, recovered in the methanol-
water phase after methanol-water/chloroform extraction of tissues (Fiehn et
al. 2000a; Roessner et al. 2000; Duran et al. 2003; Barsch et al. 2004; Gullberg
et al. 2004; Strelkov et al. 2004; Broeckling et al. 2005). Although not all hy-
drophilic compounds can be volatilised by derivatisation, the following classes
of compounds are detected routinely: amino-, organic-, and aromatic-acids,
amines, sugars up to trisaccharides, alcohols and polyols, and some mono-
phosphorylated metabolites.

The current limitations of metabolite preparation and derivatisation strat-
egy, namely methoxyamination with subsequent direct trimethylsilylation of
predominantly polar metabolites, call for extension. Application of other tech-
nology platforms is an obvious route and will be discussed in the following
chapters. Here a short appraisal of the potential of chemical derivatisation is
attempted. Four main types of reaction schemes will be discussed.

1. Alkoxyamination by reagents, such as methoxyamine CH3−O−NH2, sta-
bilises carbonyl moieties in native metabolite structures, but forms E-
and Z-isomers of the −N=C< double-bond substituents. Keto-enol tau-
tomerism is suppressed, as is the decarboxylation of unstable β-carbonyl-
carboxylic acids. In addition, the formation of acetal- or ketal-structures in
aqueous solution is inhibited. These equilibrium reactions generate mul-
tiple intramolecular and water adducts, for example the typical α- and
β-conformers of reducing sugars. Ether- and ester-conjugates are mostly
stable when exposed to methoxyamine reagent and maintain conformation.
So far other alkoxy-reagents – for example hydroxylamine, ethyloxyamine,
or benzyloxyamine – have not been exploited for systematic discovery of
metabolites with carbonyl moieties:
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2. Silylation reagents classify into those which introduce either a trimethyl-
silyl (TMS)moiety,−Si(CH3)3, or adimethyl-(tert-butyl)-silyl (TBS)moiety,
−Si(CH3)2−C(CH3)3. TMS reagents have been well investigated and are
known to have the widest derivatisation spectrum (Little 1999; Halket et al.
2005). TMS has the potential to substitute all exchangeable, “acidic” protons
of a metabolite. Steric hindrance of TMS substitution is rare but common
with the bulkier TBS reagent. The benefit of the TBS reagent is higher
tolerance for the presence of water and clear mass spectral fragmentation.
However, vicinal diols, which typically occur in sugars, are only partially
derivatised.

3. Alkylation reactions, mostly methylation, are widely used to derivatise car-
boxylic acids and alcohols. The enormous reactivity of available reagents –
some allow for flash derivatisation during hot GC injection – leads to
transalkylation of ester-bonds und consequently breaks down complex
metabolites, such as glycero- and phospholipids. Alkylation of sugars leads
to derivatives which are more volatile than the TMS derivatives and therefore
allow analysis of higher sugar oligomers.

4. Acylation reactions, mostly acetylation or trifluoro-acetylation, are less re-
active than transalkylation. Reagents usually form stable ester and amide
bonds and break down only activated metabolic intermediates, e. g. thio-
esters.

In conclusion further developments of alternate GC-MS profiling techniques
need to employ more selective combinations of metabolite fractionation and
derivatisation schemes. Solid phase extraction can be explored to partition
and concentrate metabolites amenable to alternate subsequent derivatisation.
On the other hand, vapour phase extraction (VPE) for the separation and
concentration of volatile derivatisation products prior to GC injection may
prove promising (Schmelz et al. 2003, 2004). VPE has the potential to be
a robust technique and was shown to operate with a range of commonly used
reagents.

2.2 Mass Detection and Quantitative Calibration Techniques

One of the major criticisms and pitfalls of metabolome analyses is best ex-
plained by so-called matrix effects. This well-known effect describes unex-
pected losses or increased recovery of metabolites in complex extracts com-
pared to pure authentic preparations. Matrix effects on one hand are caused
by the presence of compounds which either specifically inhibit extraction or
chemical analysis of metabolites. Positive matrix effects can stabilise other-
wise labile compounds in the presence of suitable chemicals. Typical exam-
ples are suppression effects of soft ionization techniques, for example electro-
spray ionization (ESI) or matrix assisted laser desorption ionization (MALDI).
Electron-impact ionization (EI) typically used in GC-MS profiling is not sus-
ceptible to suppression. Instead GC injection is the crucial step which may
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cause discriminations, especially in view of the complex and rather crude
extracts which are typically injected.

So far, only exemplary – albeit time demanding – thorough tests for un-
expected matrix effects have been performed with selections of chemically

Fig. 2. Mass spectra of deuterated and 13C labeled MSTs help structural elucidation and recov-
ery analysis of metabolites. Labeled and non-labeled MSTs of Glycine N, N-di(trimethylsilyl)-,
trimethylsilyl ester are shown. Oryza sativa L. cv. Nipponbare was labelled in vivo using deuter-
ated water or 13CO2. MSTs representing the fully labeled mass isotopomers demonstrate presence
of two carbon atoms (left panel) and two non-exchangeable hydrogen atoms (right panel). Mass
fragments which exhibited a mass shift of 1 amu (red) or 2 amu (blue) are indicated

Fig. 3a–c. Mass spectral deconvolution of deuterated mass isotopomers. Succinic acid
di(trimethylsilyl) ester was partially labelled in vivo by exposing Oryza sativa L. cv. Nippon-
bare to deuterated water. Metabolite profiles were performed on a Pegasus II GC-TOF-MS system
(LECO, St. Joseph, MI, USA) with 20 scans s−1. Mass spectra were deconvoluted using Chro-
maTOF software version 1.00, with baseline offset just above noise, smoothing and peak width
set to 10 and 2 scans, respectively: a selected ion traces of non-deuterated (D0, m/z = 247) and
deuterated (D1−4, m/z = 248−251) M+ − 15 mass fragments. Mass fragments at 252 and 253 amu
are carbon mass isotopomers of D4; b peak area compared to deconvoluted peak height. Peak
area integration does not allow differentiation of contributions by carbon mass isotopomers;
c deconvoluted mass spectra of D0−4. Inset shows partial deconvolution of D0−4 carbon mass
isotopomers and missing carbon mass isotopomers of D1−3
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diverse, representative metabolites (e. g. Roessner-Tunali et al. 2003; Gullberg
et al. 2004). Therefore technologies are required to improve quantitative stan-
dardisation for the comparison of increasingly diverse biological samples and
experimental conditions.
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For this purpose, full saturating 13C in vivo labelling was developed using
yeast which is one of the most important organisms in systems biology (e. g.
Stephanopoulos et al. 2004). Metabolites of yeast were demonstrated to be fully
labelled when provided with an exclusive carbon source, such as U-13C-glucose
(Mashego et al. 2004; Birkemeyer et al. 2005). Refer to Birkemeyer et al. (2005)
for detailed discussion of potential applications for 13C-labelled metabolomes.
Similar approaches are possible in plants (Figs. 2 and 3).

In short, standardised in vivo labelled extracts of yeast or other microor-
ganisms can substitute the rather small number of chemically synthesised
mass isotopomers used in earlier studies (Fiehn et al. 2000a; Gullberg et al.
2004). Typically a standardised labelled reference sample is combined in equal
amounts with non-labelled experimentally challenged samples. The advan-
tages of this approach are (i) the presence of a mass isotopomer for all iden-
tified but also all hitherto non-identified metabolites, (ii) the concentration
of each mass isotopomer is inherently adjusted to the endogenous metabolite
concentration, (iii) metabolic components can easily be distinguished from
laboratory contaminations, and (iv) recovery of all metabolic components can
be determined with the appropriate mass isotopomer.

Thus metabolite profiling will achieve the same level of transcriptome and
proteome experiments, which utilize differential fluorescent probes or differ-
ential isotope coded tagging, respectively. In conclusion, comprehensive in
vivo isotope labelling will help to establish quantitative between laboratory
comparability of GC-MS based metabolome experiments. More importantly,
we expect metabolome experiments with full mass isotopomer standardisa-
tion to be also independent of the mass spectrometric platform, e. g. CE-MS,
LC-MS, or possibly even MALDI-TOF-MS.

3 Short Excursion into Nomenclature and Definitions

Concise and unambiguous description of GC-MS metabolite profiling results
requires clear definitions. The definitions suggested within this section are
biased towards the specifics of GC-MS technology but may also be applied to
other technology platforms. This section is intended as a contribution to the
ongoing process of unifying data formats and concepts within the field of plant
metabolomics (e. g. Fiehn 2002; Bino et al. 2004; Jenkins et al. 2004).

3.1 Metabolite and Analyte

Routine GC-MS profiling analysis (Fiehn et al. 2000b; Roessner et al. 2000)
has an upper size exclusion limit which is roughly equivalent to a persily-
lated trisaccharide derivative (MW:1296), hexatriacontane (MW:506), or hen-
triacontanoic acid trimethylsilylester (MW:523). Even though it may appear
tempting, metabolite and analyte are best not defined by molecular weight.
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A metabolite may be described as a compound which is internalised, chem-
ically converted or secreted by an organism, but is not synthesised by DNA
replication, transcription, or translation. Post-processing events of DNA, RNA
and proteins, such as DNA methylation, RNA splicing, sequence specific
protease cleavage or post-translational modification are not attributed to the
metabolome. The origin of a metabolite is not exclusively dependent on the
biosynthetic capacity of an organism or delimited by the genomic inventory.
Metabolites may readily be exchanged between organisms, for example in
plant microbe interactions, and – like drugs or pesticides – can today be of
anthropogenic/xenobiotic origin.

In contrast to LC- or CE-MS, GC-MS analysis requires clear distinction
between metabolite and analyte, because – depending on choice of chemical
derivatisation – metabolites may be chemically transformed before quantifi-
cation. The term analyte may be used to address the chemical structure and
compound which is submitted to GC-MS and finally detected and quantified.
An analyte can be identical with the metabolite, if the metabolite is not chem-
ically derivatised. Single metabolites may have more than one analyte, if the
chosen derivatisation reaction generates more than one derivative, for example
methoxyamination (see above). In these cases preferred and alternate analytes
exist for quantification. Analytes of one metabolite may differ in abundance,
i. e. a major and one, even multiple, minor analytes may exist. Standardisation
by stable mass isotopomers corrects the quantification errors which may arise
from unforeseen matrix effects on analyte ratios during chemical derivatisa-
tion of GC injection.

Different metabolites may be chemically transformed into the same ana-
lyte structure. In addition a single analyte may arise from inadequate chro-
matographic separation of isomers. For example, the biochemically distinct
stereoisomeric structures of dl-amino acids are only separated by specialised
chiroselective chromatography. These analytes have composite properties in
contrast to absolutely specific analytes.

These concepts are not unique to GC-MS technology. Analyte sensitivity,
accuracy, and potentially composite analyte properties need to be thoroughly
considered in MS-MS applications, non-chiroselective capillary electrophore-
sis or liquid chromatography, and in cases of adduct-formation or multiply
charged ions.

3.2 Mass Spectral Tag (MST) and Mass Fragment

GC-MS metabolite profiles resolve hundreds of analytes, which represent
metabolites, but also internal standard substances and laboratory contam-
inations. Typical GC-MS profiles may contain approximately 100 identified
analytes of metabolites. The chemical structure of the majority of GC-MS an-
alytes, however, is still unknown. Each new biological object or experimental
condition still gives rise to new, hitherto unidentified, chemical components.



12 J. Kopka

Because in non-biased analysis of GC-MS profiles identified and unidenti-
fied components are equally important, we created the term mass spectral tag
(MST), i. e. a mass spectrum which is characterised by a specific chromato-
graphic retention and by repeated occurrence in a single or multiple types of
biological samples (Colebatch et al. 2004; Desbrosses et al. 2005). MSTs repre-
sent analytes. MSTs can be identified, in other words, unequivocally linked to
a chemical structure. The use of MSTs allows uncoupling of metabolite profil-
ing experiments from the time consuming process of chemical identification.
MSTs can be used to track analytes in different experiments or laboratories
(Schauer et al. 2005). Thus MST identification can be performed even years
after the first discovery.

MSTs of GC-EI-MS profiles are composed of multiple characteristic mass
fragments in constant relative abundances. In most cases residual, non-frag-
mented molecular ions are rare or even absent. In consequence GC-MS allows
selection of multiple mass fragments which all represent the same MST and ex-
hibit the same quantitative changes. Typically one quantifying mass fragment
(QM) and a set of specific, supporting qualifying mass fragments are selected
in GC-MS analysis (Halket et al. 2005). The criteria for the proper choice of QMs
are equal to the choice of a preferred analyte. QMs need to be selective, i. e. not
composite, in the context of the complexity of co-eluting MSTs. Therefore, the
best QM is the most abundant among the available selective mass fragments.

3.3 Response and Relative Quantification of Metabolite Pools

GC-MS metabolite profiling studies monitor relative changes in metabolite
pool sizes and but also allow insight into flux, i. e. the dynamic turnover of
metabolite pools or metabolite substructures (e. g. Fischer and Sauer 2003;
Sauer 2004; Roessner-Tunali et al. 2004). Flux experiments are easily distin-
guished from above mentioned saturating in vivo labelling experiments. Flux
experiments monitor the initial kinetics of labelling and thus stable isotopes
are only partially incorporated into metabolite pools. In contrast, saturating
in vivo labelling reaches the endpoint of a completely stable isotope labelled
metabolome.

MSTs are quantified by ion currents of QMs which are recorded after an-
alyte ionization, fragmentation and mass separation. Ion currents in GC-MS
are monitored either by peak area or peak height. Both measurements need
to be baseline corrected for electronic and chemical noise. The resulting cor-
rected values are defined to be what we call responses, i. e. XQM of fragment
QM (Colebatch et al. 2004; Desbrosses et al. 2005). The fragment response is
routinely normalised to the amount of the sample, for example fresh or dry
weight. In addition each response is corrected for recovery effects, which may
occur at any step of the analytical process between metabolic inactivation of
the sample and final recording of ion currents. Different levels of recovery
correction exist: (i) correction by extract and sample volume, (ii) correction
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by addition of a constant amount of a representative internal standard com-
pound (IS), and (iii) normalization by chemically identical, but stable-isotope
labelled mass isotopomers of each metabolite. The normalised response (NQM)
is, consequently, NQM = XQM × X−1

IS × sample weight−1, where XIS ideally rep-
resents a mass isotopomer response of QM. In a further step, the normalised
response of a fragment, NQM, is divided by the average relative response of
QM as determined in a set of reference samples, avgNQM(ref). The resulting
quotient, Ri = NQM × avgN−1

QM(ref), is called response ratio Ri. Ri describes
the x-fold changes in metabolite pools sizes relative to the reference samples.
Typical reference samples are taken at the start of a time series experiment or
are mock-treated biological controls.

In GC-MS profiling analyses the standard deviation of normalised responses
is dependent on the chemical nature of metabolite and analyte. Average relative
standard deviations (RSD) of 10% (Weckwerth et al. 2004b) or 13.8% (5.5–
33.4%; Gullberg et al. 2004) were reported for replicate GC-MS analyses. These
analyses includedextractionaswell asderivatisationandwereperformedusing
representative analytes. Use of isotope labelled standardisation was reported to
reduce RSD further to approximately 6.9–9.7% residual experimental variance
(Gullberg et al. 2004).

4 Present Challenges of GC-MS Profiling

4.1 Standardisation of GC-MS Systems

GC-MS profiles, with the exception of GC×GC-TOF-MS data, are in essence
three-dimensional and comprise a chromatographic time-resolved axis, a sec-
ond coordinate axis which represents the mass to charge ratio (m/z, z = 1
in GC-MS with only rare exceptions), and an intensity axis which monitors
the ion current (IC) and thus the abundance of molecules or mass frag-
ments. A substantial breakthrough for GC-MS analyses was the early establish-
ment of generally accepted calibration substances and procedures, so-called
tuning routines, which allowed comparison of mass spectra from GC-MS
systems of virtually all manufacturers and from different hyphenated mass
detection technologies. In addition the widely used electron-impact ionisa-
tion technique (EI) ensured stable fragmentation ratios, which are in first
approximation independent of analyte concentration. However, comparability
was only achieved by restriction to 1 amu precision.

The chromatography axis is less standardised, not least because of multi-
ple types of available capillary GC-columns which have different chromato-
graphic properties and thus serve different separation problems. In addition
slight changes in temperature program, pressure and flow settings of both
carrier gas and injection technique, as well as slight production differences
of column manufacturers cause minor but perceptible changes in retention


